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1 INTRODUCTION

The Australian Competition and Consumer Commis$A@GCC) has contracted Economic
Insights Pty Ltd (‘Economic Insights’) to providedvace and undertake econometric
modelling in relation to prices of Domestic Transsidn Capacity Services (DTCS).

The objective of this study is to produce a moadeldetermining DTCS prices on regulated
routes, based on a regression model that provitles best explanation of observed
commercial prices on routes that have been cladsds competitive by the ACCC. With
sufficient recognition of the factors that giveerigo different prices for different contract
specifications, this method should lead to reaslendenchmarks for setting prices for
regulated DTCS services.

1.1 Terms of reference

The ACCC intends to set regulated DTCS prices ia #9015 DTCS FAD using a
benchmarking approach. The benchmark prices abe tderived from a regression model
based on price data from unregulated routes, wpithapriate adjustments.

The deliverables of this project include, firsypresentation to ACCC staff which sets out a
preliminary analysis of the:

(a) differences between the data sets used faGh2 and 2015 FAD
(b) applicability of the 2012 regression modetite 2015 FAD

(c) appropriateness of including new variableghe model according to economic
principles, including the cost and market drivefrsransmission service prices.

The second set of deliverables is the draft aral frarsions of report provided to the ACCC.
The report will be informed by consultation withrals¢éholders and with technical experts
engaged by them via a one-day workshop, and thertreyll include consideration of the
comments of stakeholders and stakeholder techexgarts. The report must provide:

(@) Details of the recommended model to calculAIES prices on declared routes,
based on regression equations which best fit obdgmices on competitive routes.

(b) Explanation of any adjustments required toe$itient prices in declared routes to
allow for differences in the characteristics of ldeed areas from competitive
routes.

(c) Justification of the form of equations choseith explanation of alternative forms
proposed or considered and any qualitative coreiders supporting the approach.

(d) Justification for the explanatory variablesosén, with explanation of other
variables considered or proposed, including comatdm of the following
variables: data rate, distance, region or route,typotection, technology type,
quality of service, measures of demand and connpetit

(e) Statistical analysis and explanation of thputrdata and model outputs including:
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() summary statistics for the input variable datel model outputs / variables in
the estimation data (such as mean and median,asthdéviation, maximum
and minimum, scatter plots), coefficient standamebrs and post-estimation
diagnostic tests

(i) differences in price outputs between the 20EAD model and the
recommended model for the 2015 FAD

(iii) differences between the 2012 FAD and 2015 Fédda sets which affect the
form of the recommended model for the 2015 FAD

Explanation of any allowance in the model étiange in prices over the 2015 FAD
period to reflect expected productivity and cosveroents.

Explanation of the operation and use of thelehowith advice on interpreting its
outputs.

The methodology used to identify and treatiex# in the data set.

Recommendations on whether the regulated pist®uld be based on the mean of
the estimated data or some other percentile.

Context

As part of its responsibilities for administeringettelecommunications access regime, the
ACCC is required to determine prices for accesdedared telecommunication wholesale
services and infrastructure. The DTCS is the dedlavholesale transmission service under
S. 152AL of theCompetition and Consumer Act 20(CA). It was first declared in 1997
and in March 2014 the ACCC extended the declaratiait 2019. The declaration is limited
to transmission services that meet the DTCS sed#éseription on routes and in areas that
the ACCC determines are not competitive.

The term ‘transmission’ refers to high capacityadiaiks that are used to carry large volumes
of communications traffic such as voice, data atesi communications. DTCS services
include transmission services that are high capa(Mbps and above), permanent,
symmetric and uncontended. The DTCS has been Hedais:

a high capacity transmission service differentiatean other transmission services
on the basis that it:

is a wholesale input into the provision of othervgges and not a resale
service. That is, the DTCS service must be usedritbination with an
access seeker’s infrastructure to provide othertndnd services

is a point-to-point service

may be provided over a number of transmission nmeslimcluding copper,
fibre and microwave

is a high capacity service acquired at differentadeates above 2 megabits
per second (Mbps)

is symmetric, that is it has the same data rateath directions, and
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* is an uncontended service - this means that thaagpof the service is
dedicated to one access seeker only and not shgk€LC 2014c p.18)

The ACCC has maintained DTCS regulation on semocges where competition is assessed
to be ineffective or where access to the DTCSdtdid. To date, the following services have
been deregulated: inter-capital transmission batwegrisbane, Sydney, Canberra,

Melbourne, Adelaide and Perth; 23 regional routas] 88 metropolitan inter-exchange

routes. From early 2015 an additional 112 metrégoliinter-exchange routes and an
additional (net) 5 regional routes became undet|segvices.

The ACCC's first final access determination (FAD) the DTCS was in June 2012. The
price and non-price terms of access determinedhiey ACCC are intended to provide
guidance to parties when negotiating access agrasifer a DTCS. Parties are free to agree
other terms and conditions of access, but if tiereo explicit agreement on other terms and
conditions, those determined by the ACCC applyd&termine prices for the 2012 FAD, the
ACCC used its ‘domestic benchmarking approach’winch benchmark prices from the
competitive (deregulated) service routes are usedetive prices that would be likely to
apply in the regulated service routes if they wemmpetitive.

1.2.1 ACCC'’s 2012 determination

The regulated DTCS prices adopted in 2012 for dedlareas and routes were based on
modelling the deregulated prices charged in coripetiservice routes against relevant

service attributes. The competitive prices provideglide to the appropriate regulated prices
for similar services.

Data including prices for DTCS products in compegitareas and routes were collected by
the ACCC from 7 providers in 2011. The dataset awsed approximately 4,500 records
representing individual contracts (Data Analysistalia (DAA) 2012). The price is defined
as the charge (in $) for an individual service siggpfor a period of 12 months. Connection
charges are an additional one-off charge for caimmgto the service.

Corresponding to each price are the attributeshefservice to which it relates. The data
collected by the ACCC included: ‘data rate’ meaduremillions of bits per second (Mbps);
distance of the service route in kilometres (knoute category (see footnote 1); distance
category; provider (the network owner); path protec or redundancy status (whether
another route is available in case of failure omstmint); network interface type
(SDH/Ethernet); and contract term.

Linear regression was used to relate the log vatfigwices of the DTCS products to log
values of service attributes, particularly carriadjstance, data rate, route category and
protection status (i.e. whether there is redundaincgase of failurej. The ACCC also

! The route categories are: inter-capital transmisgbetween two capital cities); regional routeapi@l—

regional or regional-regional); metropolitan inexehange (within a single capital city between Exgie

Serving Areas); and regional and metropolitan é¢ailt transmission within a single Exchange ServimgaA
(ESA)).

2 No services in the tail-end route category werduitted in the dataset because all of these remaieeldred.

3
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developed a service quality indicator variable, chhit used in the model, in recognition of
the fact that providers differ in the service qya#ind reliability their networks provide.

Benchmark DTCS prices could then be determinedgusia predictions from the model. The

ACCC used a ‘mean value approach’, meaning tHzsed prices on the model’s predictions
(the conditional expectation of the competitivecp)i and not using an upper percentile.
However, it made an upward adjustment by adoptiegoienchmark price of a provider with

high service quality. No price escalation formulasincluded in the determinatidn.

Connection charges were differentiated between data and network interface (Ethernet
and SDH) and based on the averages of connectamgesh in the data sample within each
data rate and interface classification.

1.2.2 ACCC'’s 2014 inquiry

The current inquiry into making a new DTCS FAD viisiated in May 2014, and includes
two consultation processes, one for pricing andother for non-price terms and conditions.
This report contributes to the pricing aspect efitiquiry.

The ACCC released a position paper on pricing ndglogy in November 2014 and has
indicated that it intends to retain the domestiodbenarking approach in its current inquiry,

but will carefully consider opportunities to impeuhe regression model to ensure it is
effective, and how the model can best be usedteymee efficient prices (ACCC 2014a; b).

The econometric analysis will have regard to datvipusly collected in 2011 and further

data collected in 2014, including access agreeneésed into in the intervening years.

The ACCC indicated it will engage stakeholders nigiihe modelling process, including in
relation to the preliminary analysis of the datasdbe used in the regression model (subject
to suitable confidentiality arrangements) and vélipport the use by stakeholders of
independent experts to carry out their own analysiag the same dataset the ACCC will
use. It will also engage stakeholders in regarthéomost appropriate way to determine final
prices from the outputs of the regression model @&C2014a). Some of the issues to be
considered in regard to the application of the rdaolepricing regulated services include:
whether to use the ‘mean value approach’ used 12;28nd whether prices should decrease
over the access period to reflect technical change.

1.3 Consultation

This final report has benefitted from comment bgustry participants and technical experts
engaged by them. It follows an earlier workshop guamitially prepared by Economic
Insights (2015b) for workshops with industry staidelers and technical experts held on 24

Hobart and Darwin were classified as regional nathan capital cities.

% See DTCS pricing calculator. Prices based on toma@metric model were upwardly adjusted by 10.2% to
reflect the price of a high quality service provid@rices for tail-end route services assume th@adce is 2 km.

A 40% uplift was applied to routes via the Bassistr

* The 2012 determination would have expired on 3tebwer 2014, but on 5 November 2014 the ACCC
extended it until a new determination comes intcdo
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April 2015. Initial comments were provided by sth&klers at the workshop and in written
submissions made at around that time. A draft tgp@pared by Economic Insights (2015a)
was made available to the same stakeholders arertexand several written submissions
were received in response. The observations andremgts presented in these submissions
have been carefully considered in preparing tipsne

1.4 Outline of the Report

Chapter 2 of this paper provides a brief summarhefdatasets collected by the ACCC from
DTCS service providers in 2011 and 2014, which cogepgecords of individual contracts for
wholesale transmission services or regulated aneuiated routes across Australia.

Chapter 3 highlights some key points from the epgitry data analysis.

Chapter 4 discusses the review of the suitabititythe ACCC’s present transmission pricing
process of the econometric model used in the 20IQPFAD. This chapter replicates the
2012 model using the 2011 dataset, tests somenatitez specifications, and then applies
these models to the 2014 data set and assessgsettiermance.

Section 5 summarises the methodologies and proeddudeveloping the preferred models.
Some of the main issues and perspectives put fdngrthe industry stakeholders and
technical experts are summarised. This chapterpatssents preferred econometric models.

Section 6 discusses how the preferred model foegarmation on unregulated routes can be
applied to determine benchmark prices for regulsdtes.

Annex A contains a list of additional demand anplpby variables provided by the ACCC.
Annex B provides data management documentation.

Annex C is a detailed review of the applicabilifytioe 2012 DTCS FAD econometric model
to the current review.

Annex D sets out detail of the research procesddaring the preferred model presented in
this report.
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2 DESCRIPTION OF 2011 AND 2014 DATA

Datasets were provided by the ACCC for 2011 and 2014, each consisting of a snapshot of all
individual contracts supplied by each DTCS transmission service provider to each of its
customers on regulated and deregulated routes. These snapshots were obtained in January
2011 and November 2014. The 2011 dataset was used for the 2012 DTCS FAD.

This section compares the 2011 and 2014 data. Most of the econometric analysis in this
report uses the 2014 dataset, although some initial analysis is carried out with the 2011 data
and with the two datasets combined.

2.1 Dimensions

The 2011 dataset contains 13,470 records in total, comprising 9,375 services (or

approximately 70 per cent) on regulated routes and 4,095 (or about 30 per cent) on

deregulated routes. The 2014 dataset has 18,247 records, including 11,480 services on
regulated routes (or approximately 63 per cent) and 6,767 services (or about 37 per cent) on
deregulated routes. The records relating to deregulated routes are the most important for this
study, since they form the data sample used in the econometric analysis.

2.2 Providers

Seven different service providers are represented in the 2011 data and nine different
providers in the 2014 dataThe four largest DTCS providers (by number of services)
together comprised 96.2 per cent of contracts on regulated routes, 85.8 per cent of contracts
on deregulated routes and 92.4 per cent of all contracts in 2014.

I cmaller players have increased their market shares over the two
periods.

2.3 Routes & ESAs

The number of routes has increased considerably between the two periods, from 3,295 to
4,986 distinct routes, mainly reflecting the inclusion of tail-end routes, all of which are
regulated and so are not included in the econometric analysis. In the 2014 dataset there are
1,589 deregulated routes. There are more B-end ESAs than there are A-end ESAs, reflecting
the general hub-spoke pattern of the network, based on the capital cities in each state. The
‘hub and spoke’ network design is indicated by the fact that, almost all regional routes have
A and B ends within the same state, and in almost all cases where A and B ends are in
different states the route is classified as inter-capital.

o]
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In relation to route categories (inter-capital, metropolitan, regional, and tail-end), Table 2.1
shows data for the numbers of services on each route type in each of 2011-12 and 2014-15.
Some points to note in relation to this data are as follows.
» There are far fewer services on regulated metropolitan routes and many more services
on deregulated metropolitan routes in 2014 than in 2011.

» 72 per cent of deregulated services in 2014 were for metropolitan routes of 1 km or
more, 6 per cent were for metropolitan routes less than 1 km, 14 per cent were for
inter-capital routes, and 9 per cent were for regional routes.

* In 2011, 95 per cent of the deregulated routes had distances of less than 732 km, and
the average distance was 144 km. This was longer than on the regulated routes, where
the average distance was 67km. In 2014 the average distance on deregulated routes
was 176 km and the average distance on regulated routes was 107 km. The 2014
review of the declaration of DTCS services resulted in the deregulation of a number
of routes (ACCC 2014c).

Table 2.1: Route classes 2011 & 2014, frequencies

Regulated Deregulated Total
No. % No. % No. %
2011
Inter-capital [ ] [ | 524 12.8 [ ] [ |
Metro> 1 km [ ] 2,823 689 B
Metro < 1 km [ | [ | 320 7.8 [ ] [ |
Metro sub-total [ [ 3,143 76.8 [ [ ]
Regional [ ] [ ] 428 10.5 [ ] [ |
Total 9,375 100.0 4,095 100.0 13,470 100.0
2014
Inter-capital [ B 942 13.9 [ [ |
Metro> 1 km [ ] 4,857 71.8 B
Metro < 1 km | | 387 5.7 [ [ |
Sub-total Metro [ | 5,244 77.5 [ | ]
Regional [ || 581 8.6 [ | ]
Tail-end [ ] [ ] - - [ ] [ |
Total 11,480 100.0 6,767 100.0 18,247 100.0

Source: Economic Insights analysis.
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2.4 Key Contract Parameters

Tables 2.2 and 2.3 present summary informationegndontract variables for 2011 and 2014
respectively. These include the monthly charge neotion fee, contract term and the data
transfer rate (or ‘capacity’) in megabits per set@ibps) and the distance of the route over
which the data is transferred. The latter two \#ea are the most important service
characteristics.

Average charges on regulated routes were consigelaler than those on deregulated
routes in 2011. The monthly average charge on ateglroutes was $1,219, compared to the
average monthly charge on deregulated routes @981,This difference reflected both
higher capacity and longer distances for typicalises on deregulated routes. By 2014, the
monthly charges on deregulated routes were sinal#tose on regulated routes, even though
the average contracted capacity and distance foicee on deregulated routes remained
much higher than on regulated routes.

There was growth in the overall number of servicethe datasets from 13,470 in 2011 to
18,247 in 2014. This is largely due to the inclasa stand-alone tail-end services, and the
absence of one provider in the 2011 sample. Afthusding for these two changes, the
number of contracts decreased between these twadpeat an annual rate of approximately
1.9 per cent. On the other hand, the average dgpaicall contracts increased more than
threefold from 43 Mbps in 2011 to 154 Mbps in 20b#hd the average distance of a
transmission service also increased by almost b@qrd, from 90 km to 133 km.

Tables 2.2 and 2.3 also provide information ondrstribution of values for each variable,
including the mean, coefficient of variation, thinfmum and maximum values and the 5th
and 95th percentiles. There is a high degree atiamn in annual charges and key terms and
conditions between contracts, and the presencgtidee values is indicated by the fact that
maximum values of variables are commonly far highan the 95th percentile values.

The 2012 study found that there was considerald@e/skss in the distribution of most of the
key variables, and for this reason they were t@nséd into logarithms, which reduced the
skewness considerably. Figure 2.1 shows a histogfatime log monthly charge in 2014 for
deregulated routes. Figures 2.2 to 2.4 show hiatogrfor the log of capacity, log of distance
and the log of the product of capacity and distaimceMbps-km), in each case for 2014 for
deregulated routes.

These charts indicate that a large proportion oftrests have similar capacity of around
2 Mbps. There are a large number of contracts wiigtances around 600-700 km,
representing inter-capital routes. The log of thedpct of capacity and distance, Mbps-km,
has a similar frequency distribution to the log timyncharge.
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Table 2.2: Summary statistics, Contract parameters (2011 data)

Obs Missing Mean Coef. Var. Min. P(.05) P(.95) Max
1. All routes
Monthly charge 13.470 0 1.425 3.49 [ | 245 4,650 ]
Connection charge 2,309 11,161 6.618 21.85 L 0 10,000 ]
Capacity (Mbps) 13.470 0 43 10.02 2 2 100 10,000
Distance (km) 13.470 0 90 3.56 0 1 504 3,611
Term (mths) 2,342 11,128 23 0.59 1 12 36 180
2. Regulated routes
Monthly charge 9,375 0 1.219 3.90 [ | 245 3.473 I
Connection charge 739 8,636 3,243 638 L 0 10,000 I
Capacity (Mbps) 9.375 0 17 16.1 2 2 20 10,000
Distance (km) 9.375 0 67 3.48 0.5 3 358 3,413
Term (mths) 737 8,638 25 0.57 2 12 60 60
3. Deregulated routes
Monthly charge 4,005 0 1.898 2.85 [ | 189 7,200 ]
Connection charge 1,570 2,525 8,206 213 L 0 10,000 I
Capacity (Mbps) 4,095 0 102 6.42 2 2 280 10,000
Distance (km) 4,095 0 144 32 0 1 732 3.611
Term (mths) 1.605 2,490 22 0.59 1 12 36 180

Source: Economic Insights analysis.
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Table 2.3:  Summary statistics, Contract parameters (2014 data)

Obs Missing Mean Coef. Var. Min. P(.05) P(.95) Max
1. All routes
Monthly charge 18,247 0 1,386 2.49 . 243 4,609 -
Connection charge 18,247 0 2,013 21.54 i 0 3,300 ]
Capacity (Mbps) 18,247 0 154 6.07 2 2 500 10,000
Distance (km) 18,247 0 133 3.24 0 0 728 3,618
Term (mths) 17,717 530 20 0.73 0 12 36 360
2. Requlated routes
Monthly charge 11,480 0 1,399 2.67 . 243 4671 -
Connection charge 11,480 0 1,549 22.36 i 0 3,300 ]
Capacity (Mbps) 11,480 0 76 7.19 2 2 300 10,000
Distance (km) 11,480 0 107 3.44 0 0 600 3,608
Term (mths) 11,136 344 19 0.66 0 12 36 120
3. Derequlated routes
Monthly charge 6,767 0 1,366 2.15 . 250 4,500 -
Connection charge 6,767 0 2,801 19.66 i 0 4,000 ]
Capacity (Mbps) 6,767 0 288 4.71 2 2 1,000 10,000
Distance (km) 6,767 0 177 2.93 0 1 736 3,618
Term (mths) 6,581 186 23 0.79 0 12 36 360

Source: Economic Insights analysis.

10
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Figure 2.1: Histogram: Log monthly charge (2014), deregulated routes
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Source: Economic Insights analysis.

Figure 2.2: Histogram: Log capacity (2014), deregulated routes
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Source: Economic Insights analysis.
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Figure 2.3: Histogram: Log distance (2014), deregulated routes
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Source: Economic Insights analysis.

Figure 2.4: Histogram: Log distance (2014), deregulated routes
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Source: Economic Insights analysis.
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2.5 Quality of Service Indicators

There are three measures relating to quality ofiserin the dataset, namely: protection,
interface-type and the ACCC'’s quality rating.

2.5.1 Protection

Protection refers to the existence of back-up itesl in the event of an interruption. In the
2011 dataset, the protection variable only indiatbether there is or is not any protection.
The 2014 dataset has two different types of prmecelectronic and geographic, but only
234 observations (1.3 per cent of all observatidra)e electronic protection, compared to
13,023 with geographic protection (71.4 per centlbfobservations). We have defined a
service as ‘protected’ if there is either electooar geographic protection, and unprotected
otherwise.

Table 2.4 shows a summary of the number of serwe#s and without protection on
deregulated and declared routes in the two periddm key observations may be made.
Firstly, the proportionate coverage of protectioas hdeclined for both declared and
deregulated routes between the two periods. In 2@Bl per cent of all services (on
deregulated and declared routes) had protectiamh,tlais declined to 72 per cent in 2014.
Secondly, there is a much higher rate of protection the regulated routes than on
deregulated routes. In 2011, 95 per cent of sesvime declared routes had protection,
compared with 74 per cent of services on deregiiledates. In 2014, 80 per cent of services
on declared routes had protection compared witpés8cent on deregulated routes. Both of
these observations are partly associated withnitreased share of the market suppliedy 2
and & tier providers, especially on deregulated routes.

Table 2.4: Protection by regulatory status, 2011 & 2014

Regulatory 2011 2014

status Unprotected  Protected Total Unprotected Protected Total

No.

Regulated 484 8,891 9,375 2,250 9,230 11,480
Deregulated 1,081 3,014 4,095 2,837 3,930 6,767
Total 1,565 11,905 13,470 5,087 13,160 18,247
Row%

Regulated 5.2 94.8 100.0 19.6 80.4 100.0
Deregulated 26.4 73.6 100.0 41.9 58.1 100.0
Total 11.6 88.4 100.0 27.9 72.1 100.0

Source: Economic Insights analysis.

2.5.2 Interface

There are two interface types in the 2011 dat&®H (synchronous digital hierarchy) and
Ethernet. In the 2014 dataset there are two additimterface categories, EOSDH (Ethernet
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over SDH) and DWDM:.Only 20 observations in the dataset have the DWDM interface type.
We combined DWDM with Ethernet to form three classifications, namely SDH, Ethernet and
EoSDH. Table 2.5 shows a summary of interface types in 2011 and 2014.

Overall, the share of Ethernet interfaces increased from 13 to 17 per cent over the two
periods. Ethernet interfaces are used on a higher proportion of services on deregulated routes
compared with declared routes. In 2014, 28 per cent of services on deregulated routes used
Ethernet interfaces, compared with 11 per cent on regulated routes. Similarly, EOSDH
interfaces are more prevalent on deregulated routes than on regulated routes. In 2014, 20 per
cent of deregulated routes used EoSDH interfaces compared with 7 per cent for regulated
routes.

Table 2.5: Interface type by regulatory status, 2011 & 2014

Regulatory 2011 2014

status Ethernet SDH Total Ethernet  EoSDH SDH Total
No.

Regulated 536 8,839 9,375 1,262 812 9,406 11,480
Deregulated 1,252 2,843 4,095 1,862 1,375 3,530 6,767
Total 1,788 11,682 13,470 3,124 2,187 12,936 18,247
Row%

Regulated 5.7 94.3 100.0 11.0 7.1 81.9 100.0
Deregulated 30.6 69.4 100.0 27.5 20.3 52.2 100.0
Total 13.3 86.7 100.0 17.1 12.0 70.9 100.0

Note: * includes DWDM.
Source: Economic Insights analysis.

2.5.3 Quality of service scores

The dataset includes a quality rating of each provider formulated by the ACCC, on a scale of
1 to 4, where 1 represents the highest standard and 4 the lowest. This is a subjective ordinal
ranking, rather than a cardinal measure of quality. DAA suggested it was effectively a proxy
for the provider, since in 2011 there were only seven providers, with the largest two, in the
highest quality categories, accounting ||l of the services on the deregulated
routes, and with the smaller providers grouped into the lowest two quality categories. This
situation has changed to some extent in the 2014 dataset, because:

» the number of providers increased from seven to nine;
- |

One possible concern with this measure is that larger providers tend to have higher quality
scores, so that it may be correlated with other factors relevant to pricing. It is also correlated

% ACCC staff advised that the two new categories were treated as part of SDH in 2011-12.

14



Y ECONOMIC
DTCS Benchmarking Model i INSIGHTS ™

Ltd

with other indicators of quality of service, including protection and interface type. This is
shown in tables 2.6 and 2.7. Table 2.6 cross-tabulates protection with the ACCC’s quality
rating, and table 2.7 cross-tabulates interface type with the ACCC'’s quality rating, in both
cases for deregulated routes only.

Table 2.6: Protection by provider quality class, 2011 & 2014, deregulated routes

Provider 2011 2014

quality class  ynprotected  Protected Total Unprotected Protected Total

No.
1
2
3
4
Total

Row%

1
2

3

4
Total

Source: Economic Insights analysis.

Table 2.7: Interface type by provider quality class, 2011 & 2014, deregulated routes

Provider 2011 2014

2
3
4
Total

Row%
1
2

quality class Ethernet SDH Total Ethernet  EoSDH SDH Total
3
4

No.
Total _

1
Source: Economic Insights analysis.
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2.6 Indicators of market size and competition

The datasets contain a number of variables thatapm be related to market size and
competition on a specific route or in the ESAs guirby a specific route. Some variables of
this kind that were included in the 2011 dataseewmt available in the 2014 dataset, but the
omitted variables had little correlation with magtltharges. Table 2.8 presents summary
information for selected variables of this kind.

Some of the variables of this kind are indicatdrthe number of households or end-users in
the ESAs at the A and B ends of a route, whichrelaged to the size of the markets in those
ESAs. They include:

« the number of relevant addresses in the Geocod¢idrigh Address File (GNAF)
(not available in 2014)

» population and population density (not available®i4)
» the number of services in operation (SIOs)

« the average area of those ESAs irf km

« the density of SIOs per Km

These measures primarily relate to the size origeosoverall telecommunications demand
in the ESAs at the ends of a route, and do notapioadirectly relate to the demand for
telecommunications transmission services that glesiprovider faces on a particular route.
This is partly because the ESAs may have more sauiginating or terminating at them, and
partly because the indicators relate to retail aoreys. To the extent that they influence
DTCS costs and prices, their influence would berégud and conditioned by other factors.
However, these measures were mostly found to hawe little correlation with monthly
charges and there are insufficient economic grododsonsidering them as determinants of
DTCS provider costs. For these reasons they armdaoted in the econometric modelling.

The amount of competition in supplying the end-usarkets in the end-point ESAs with
traditional voice services, broadband internet &odlP services may be indicated by the
variable:

» Average # of ULLS/LSS access seekers at the rel&v/@As.

This is described by the ACCC as an indicator &f tlerived demand for transmission
services. However, there are direct measures ofl¢hngand for transmission services in the
dataset, including route throughput. In the workshm@per this variable was tested as a
competition variable and found to be less usefahtlthe other variables included in this
study as indicators of competition. In the presaoitext it is likely to be unreliable as an
indicator of competition in DTCS services becausme of the access seekers to the copper
network to provide services to end-users may natdmpetitors in the transmission market
and vice versa.

" A national database of addresses sourced fronraliast governments, the Australian Electoral Consinis
and Australia Post.
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Other variables relatemhore directlyto market size and competition on transmissionasu
and which are included in both the 2011 and 2014, daclude:

(1) Average # of telecommunications providers with@spnce at the relevant ESAs
(2) Route throughput (Mbps)

(3) Average throughput at the end-point ESAs (Mbps)

(4) DTCS service provider throughput on relevant r¢ibps)

(5) # of DTCS providers on the specific route (i.e. temof DTCS providers with
contracts on the specific route — see Annex A forerdetail)

(6) # of DTCS services on the specific route (i.e., hanof records in the dataset on
each route).

A number of these variables are based on aggregtta number of contracts or contract
capacity data by route or by ESA to derive the neinds services, or throughput measures,
or the number of DTCS providers on specific rowdeshe end-point ESAs. These variables
may potentially explain some differences in codtshe various providers on the different
routes and are included in the econometric analysis
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Table 2.8: Summary statistics, selected contextual variables,

deregulated routes

Obs Missing Mean Coef. Var. Min. P(.05) P(.95) Max
A. 2011 data
Average # ULLS/LSS access seekers 4,095 8.5 0.23 0.5 4.5 11 12
Average # telco. providers at ESAs 4,095 55 0.23 25 3.5 7.5 8.5
Route throughput (Mbps) 4,095 1,564 2.59 2 2 53m,1 35,605
ESAs throughput (Mbps) 4,095 58,434 0.82 26 921 45,444 200,797
Route throughput of DTCS provider 4,095 579 3.92 2 2 2,712 35,605
Average # of SIOs 4,095 18,504 0.24 7,122 12,368 16,453 31,360
Average ESA size (kf 4,095 0 13.6 1.56 0.5 1.6 40 510.4
SIO density (per kf) 4,095 0 3,383 1.23 28 503 9,295 28,796
B. 2014 data
Average # ULLS/LSS access seekers 11,480 0 4.7 0.49 0 1 11
Average # telco. providers at ESAs 11,480 0 3.7 0.35 1 2 8
# DTCS providers on route 11,480 0 1.5 0.64 1 1 4 6
# DTCS services on route 11,480 0 15.8 1.35 1 1 59 114
Route throughput (Mbps) 11,480 0 1,162.1 3.94 2 2 4,794 42,607
Route throughput of DTCS provider 11,480 0 557.4 491 2 2 2,055 42,004
ESAs throughput (Mbps) 11,480 0 87,321.6 1.67 4 240 410,268 821,179
Average # of SIOs at ESAs 11,480 0 12,669.1 0.42 110 5,015 22,891 31,957
Average ESA size (k?m 11,480 0 204.9 11.02 1 6 561 91,097
SIO density (per kf) 11,480 0 828.0 2.54 0 13 2,252 27,760

Source: Economic Insights analysis.
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3 EXPLORATORY DATA ANALYSIS

The 2012 study found that the key predictors foarghs were the distance and capacity
attributes of the service. Other relevant predicteere the route type, quality of service,
protection, and interactions between some of tii@strs. Demand variables, discussed in
the previous section, did not feature in the fimaldel. This section presents exploratory data
material relating to the 2011 and 2014 data. Npdoeatory analysis is largely in the form of
data plots, tables and discussion.

3.1 Capacity and Distance

Scatter diagrams are useful tools for visualising telationships between variables. The
bivariate relationships between the log of anniarges and the log values of capacity and
distance in both the 2011 and 2014 datasets asemed in Figures 3.1 and 3.2, each of
which includes several scatter plots.

Figure 3.1: Scatter diagrams: log monthly charge v output measu res (2011 data)
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Source: Economic Insights analysis.
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Figure 3.2: Scatter diagrams, log monthly charge v output measu

res (2014 data)
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Source: Economic Insights analysis.

One question is whether there is value in develpmnsingle measure of output that
combines the capacity and distance dimensions, aacthhe Mbps-km variable previously
discussed. The monthly charge paid by a user iva&gnt to a total cost or revenue concept,
and when divided by a single measure of outputréiselt is an average cost or unit price
measure.

The lower right-hand quadrants of Figures 3.1 (2Giid 3.2 (2014) plot the log of average
cost or unit price (i.e., the monthly charge faeavice divided by the Mbps-km) against the
log Mbps-km. In this form, it appears to be a corapeaely well-defined negative
relationship, with an increasing slope at highdues of Mbps-km.

3.2 Contract start date and term

Figure 3.3 provides scatter plots for the relatmmbetween the log monthly charge and the
contract term and the contract start date. Thermoislear relationship between the log

monthly charge and the contract term but there positive relationship between the log

monthly charge and the log of the contract stai®,dgiven the pattern of observations in the
bottom right hand corner of the scatter plot.
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Figure 3.3: Scatter diagrams: log monthly charge v other contr act data (2014 data)
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3.3 Conditioning variables

Figure 3.4 show scatter plots indicating the bat@rirelationships between the log of annual
charge and several demand-related variables. SevkErdemand-related variables in the
dataset are alternative measures of the same kaf&ly. SIOs), and in these cases only one
of the variables is presented. Only variables #natpresent in both the 2011 and 2014 data
are shown. Those shown include: the log numberldfSJLSS access seekers; the number
of ‘suppliers’ or providers with a presence at tekevant ESAs; average throughput of the
relevant ESAs; average ESA size in%rthe throughput of the specific provider on the
specific route; the overall throughput of all pets on the relevant route; the average
number of SIOs at the A-end and B-end ESAs; andtleeage SIO density per knBeveral

of these relationships exhibit only moderate catreh, and in some cases it appears that a
correlation emerges only after a threshold valueashed.

Figure 3.4: Scatter diagrams: log monthly charge v contextual variables (2011 data)
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Log monthly charge v log ESA throughput
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The corresponding relationships in the 2014 dagastown in Figure 3.5. Some of these
variables may be related to economies of scaleraé®xchanges.
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Figure 3.5: Scatter diagrams, log monthly charge v supply-dema  nd factors (2014 data)
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Log monthly chg. v log provider-route t'put Log monthly chg. v log route t'put
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The foregoing charts suggest that there appeab® ta linear relationship between the log
monthly charge and log route throughput and logvider-route throughput. These two
variables, log route throughput and log providarteothroughput, are strongly correlated
with each other because on average there are fevidprs on each route. It is likely to be
problematic to use both variables in an economatralysis.

Tables 3.1 and 3.2 present correlation coefficiémtshe continuous variables in the 2011
and 2014 datasets. Some of the variables in th¢ @athset have been excluded because they
are not present in the 2014 dataset, such as thased on GNAFs (geocoded national
address files) and population data. Further, batiagets include four different measures of
the number of SIOs that not only have very highradation with each other, but also very
similar correlation coefficients with the other \doles in the datasets, so only one of these
measures in shown in each table.
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Table 3.1: Correlation coefficients for log values of continuous variables, deregulated routes (2011 data)

Log of variable Annual Unit  Connect. Capacity Distance Term  Avg access Avg sup- Avg# Avg ESA SIO Route ESA Provider
Charge Price charge seekers pliers SIOs size density th’put th'put  route-th’put

Monthly Charge ($) 1.0000

Unit Price ($/ Mbps- -0.7039* 1.0000

km)

Connection charge ($) 0.5575*  -0.3345* 1.0000

Capacity (mbps) 0.8235*  -0.6909*  0.4753* 1.0000

Distance (km) 0.5982*  -0.8821* 0.2063* 0.3380* 1.0000

Term (mths) 0.1645*  -0.2270* 0.1149 0.2737* 0.1055* 1.0000

Avg # access seekers 0.0200 0.0535 0.0214 0.1131*  -0.1459* 0.0473 1.0000

Avg # ESA providers 0.0439 0.0925* 0.0014 0.1467*  -0.2053* -0.0887 0.6122* 1.0000

Avg # SIOs -0.1025* 0.0874* -0.0125  -0.0750*  -0.0863* -0.0658 03157* 0.0727* 1.0000

Avg size of ESA 0.0619*  -0.2351* 0.0709 -0.0905* 0.3705* 0.0572 -0 5229* -0.6833* 0.0704* 1.0000

(km2)

SIO density -0.0867* 0.2537* -0.0726 0.0705*  -0.3869* -0.0719 0 5945* 0.6919* 0.1806*  -0.9684* 1.0000

Route t'put (mbit/s) 0.2315*  -0.0716* 0.1297* 0.4187*  -0.1589* 0.0412 03375* 0.4162* 0.0197  -0.3684* 0.3682* 1.0000

ESA t'put (mbit/s) 0.2941*  -0.1763* -0.0072 0.3122* 0.0818* -0.0150 0 3909* 0.4325* -0.0045  -0.3475* 0.3416* 0.5970* 1.0000

Provider route-t'put 0.3996*  -0.2170* 0.2083* 0.6026*  -0.0676* 0.0868 0 2450* 0.3413* 0.0237  -0.2802* 0.2822* 0.7963* 0.4311* 1.0000

Mbps-km 0.8577*  -0.9689* 0.4343* 0.7869* 0.8468* 0.2274* -0.0317 -0.0517 -0.0990* 0.1918*  -0.2138* 0.1325* 0.2301* 0.2963*

Note: * Significant at the 5% level or better.
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Table 3.2: Correlation coefficients for log values of continuous variables, deregulated
routes (2014 data)

Log of variable Monthly ~ Connect. Avg. Capacity Distance Mbps-km Contract Contract Avg #

Charge charge Price start date term access
seekers

Monthly Charge ($) 1

Connection charge ($) 0.5731* 1

Avg. Price ($/ Mbps-km) -0.5645*  -0.3011* 1

Capacity (mbps) 0.7568* 0.4048*  -0.7325* 1

Distance (km) 0.4110* 0.2146*  -0.8253* 0 2746* 1

Mbps-km 0.7357* 0.4129*  -0.9744* 0.8073* 0.7892* 1

Contract start date 0.2120* -0.0245  -0.2976* 0 3556* 0.1220* 0.3020* 1

Contract term (mths) 0.2267* 0.2230*  -0.2308* 03034* 0.0937* 0.2512* 0.0707* 1

Avg # access seekers 0.0967*  -0.2108*  -0.0880* 0 1650* -0.0111 0.0986* 0.0999* 0.0746* 1

Avg # ESA providers 0.1281*  -0.1682* -0.0400 01600*  -0.0562* 0.0677* 0.1242* 0.0324 0.6722*

# DTCS providers 0.036  -0.1826* 0.0679* 01791*  -0.2612*  -0.0459* AP 0.0499* 0.4963*

# DTCS providers (ex. top 4) -0.0281 -0.0536 0.1179* 0.0341  -0.2008*  -0.1068* 0.0554 -0.0571 0.1297*

DTCS services -0.1880*  -0.2452* 0.3011* -0.0213  -0.4639*  -0.2983* 0.0916* -0.0212 0.3302*

Route th’put (mbit/s) 0.2589* 0.0334  -0.2242* 0.4691*  -0.0735* 0.2545*  g62* 0.1658* 0.4514*

Provider route-th’put 0.3782* 0.1355*  -0.3358* 0.6193* -0.0277 0.3786* 0.2966* 0.1955* 0.3212*

ESA throughput (mbit/s) 0.2830* -0.0279  -0.2788* 0 3296* 0.1553* 0.3059* 0.2611* 0.1463* 0.5675*

Avg # SIOs -0.0147  -0.0884* -0.0093 0.0212 -0.0162 0.0036 -0.0185 -0.0166 0.2726*

Avg size of ESA (km2) 0.0357 0.1941*  -0.1487*  -0.0496* 0.2663* 0.1318* -0.0371 0.0489*  -0.4831*

SIO density -0.0393  -0.2154* 0.1463* 0.0548*  -0.2701*  -0.1308* 0.0325  -0.0529* 0.5506*

Table 3.2: (cont.)

Log of variable Avg # ESA #DTCS #DTCS #DTCS Route Provider ESA t'put Avg#  Avgsize

providers providers providers services t'put route- SIOs of ESA
(ex. top 4) t'put

Avg # ESA providers 1

# DTCS providers 0.4595* 1

# DTCS providers (ex. top 4) 0.1812* 0.4579* 1

# DTCS services 0.3378* 0.7839* 0.3996* 1

Route th’put (mbit/s) 0.4418* 0.7919* 0.3203* 0.6953* 1

Provider route-th’put 0.3297* 0.5374* 0.2518* 0.5529* 0.8110* 1

ESA throughput (mbit/s) 0.5266* 0.6150* 0.2500* 0.3613* 0.6226* 0.4779* 1

Avg # SIOs -0.0155 0.0939* -0.0389 0.0344 0.0529* 0.0054 0.0298 1

Avg size of ESA (km2) -0.5913*  -0.3477* -0.1174*  -0.3146*  -03185* -0.2232*  -0.3086* 0 1208* 1

SIO density 0.5869* 0.3708* 0.1069* 0.3229* 03314* 0.2244* 0.3158* 01283*  -09690*

Note: * Significant at the 5% level or better.

3.4 Categorical Variables

Measures of bivariate association between categorical variables are provided by Cramer’'s V
statistic, which has a value of zero for no association and 1 for perfect association. Values
greater than 0.6 represent strong association. These are presented in Table 3.3. The A and B-
end states are strongly associated because a high proportion of services are provided within
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one state. The only other strong associations are between the provider on the one hand, and
the QOS, interface-type and protection of the service on the other.

The association between a continuous variable and a categorical variable can be measured by
regressing the continuous variable against indicator variables for each value of the categorical
variable, and calculating the square root of the resultihgTRese statistics are shown in

Table 3.4. The monthly charge has only moderate bivariate association with the categorical

variables.

Table 3.3: Cramer’s V for categorical variables, 2015 data, deregulated routes

Log of variable Provider ACCC QOS Interface  Protection A-end B-end NBN

route type Sate State POls

categories
Provider 1
ACCC route categories 0.2529 1
QOSs 1.0000 0.2028 1
Interface type 0.6077 0.1483 0.5754 1
Protection 0.5969 0.1348 0.4133 0.0742 1
A-end State 0.3449 0.2688 0.3165 0.1974 02025 1
B-end State 0.3368 0.2459 0.3190 0.2023 02052 0.7151 1
NBN POls 0.1552 0.0707 0.1051 0.0836 0.0033 02826 02839 1
Table 3.4: Correlation of log values of continuous variables against categorical
variables (2015 data, deregulated routes)*

Log of variable Provider ACCC QOS Interface  Protection A-end B-end NBN

route type Sate State POls

categories

Monthly Charge ($) 0.4539 0.3564 0.3137 0.3762 01851 0.0994 0.0919 0.0570
Connection charge ($) 0.5059 0.2882 0.2139 0.2853 0.0999 01952 01755 0.0291
Avg. Price ($/ Mbps-km) 0.5277 0.7370 0.3918 0.3892 01721 01415 01093 0.1137
Capacity (mbps) 0.5943 0.2758 0.4544 0.5233 01774 0.0890 01076 630.0
Distance (km) 0.3173 0.8615 0.2341 0.1529 01276 01962 01206 0.1276
Mbps-km 0.5424 0.7016 0.4063 0.4130 01916 01354 01033 0.1063
Contract start date 0.3648 0.1461 0.3511 0.4884 0.0931 01072 01150 0.0348
Contract term (mths) 0.3288 0.0568 0.1740 0.0937 01327 01198 01361 0.0516
Avg # access seekers 0.3774 0.4236 0.3759 0.2625 01782 03147 03240 0.0303
Avg # ESA providers 0.3897 0.2438 0.3803 0.2457 01471 01896 01908 0.1151
# DTCS providers 0.4448 0.2621 0.4418 0.3396 01649 02553 02567 946.0
# DTCS providers (ex. top 4) 0.1369 0.1446 0.0950 0.0596 0.0193 01815 01507 0.2525
DTCS services 0.2788 0.3171 0.2574 0.1699 0.0775 02923 02826 0.0086
Route th’put (mbit/s) 0.5125 0.1748 0.4865 0.3983 02085 02253 02375 590.0
Provider route-th’put 0.5783 0.1255 0.5259 0.4156 02779 02303 02380 0.0136
ESA throughput (mbit/s) 0.5199 0.2946 0.5177 0.3974 02461 02358 02514 0.1318
Avg # SIOs 0.1523 0.1277 0.1022 0.0774 0.0142 03510 03525 0.3763
Avg size of ESA (km2) 0.3410 0.3441 0.2821 0.1490 0.0696 02037 01968 0.1791
SIO density 0.3530 0.3707 0.2968 0.1613 0.0660 02445 02433 0.0852

* calculated as the square root of thfedRthe regression of the continuous variable against the indicator variables for the

categories of the categorical variables.
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4 REVIEW OF 2012 DTCS ECONOMETRIC MODEL

This chapter discusses suitability for the pregempose of the econometric model used in
the 2012 DTCS FAD, which was developed by Data ¥sial Australia (DAA 2012). The
2012 econometric model (referred to as ‘the DAA 20hodel’) is examined in detail in
Annex C using both the 2011 and 2014 datasets.sEgison summarizes the findings.

4.1 The 2012 econometric model

The form of the 2012 model is linear in the lodams of capacity and distance, the route
classification, the ACCC’s quality of service cldisation of providers go9, and whether
the service has protection. There are also inferabetween the route classification and the
ACCC's quality of service categories, and betweente classification and capacity.
Variables relating to market size or competitiorreveot included in the model. The model is
summarised in the following equation:

R=a,+a,C+a,D +a,protection+ Bliroute

4.1 . .
(4.1) +¢llgost y[ﬂ|.route[ﬂ.qos,)+5 [@l.route[(l:)

where:R is the log annual charge in &,is log capacityD is log distanceprotectionis an
indicator variable indicating whether there is @lbap servicej.route is a set of indicator
variables representing the route categories, Bgds is a set of indicator variables
representing ACCC'’s quality of service categories.

The DAA 2012 model is replicated in Annex C usimg 2011 dataset, and a range of
diagnostic tests are presented. Also presentedhareesults of estimating the model with
some changes to the specification to test the séopémprovement to the model. The

changes that were tested include:

e adding higher-order terms to better address namlities in the relationship between
costs and outputs

* including additional conditioning variables whictiezt supplier costs

» allowing for unobserved route-specific effects amsts, by using a random effects
specification rather than ordinary least squardsS)O

The details of these estimated models are shovwiminex C. The results indicated that there
is scope to make improvements to the specificatiagach of the three ways described. The
desirability of adding conditioning variables degeron the balance to be struck between
simplicity and statistical significance.

4.2 Diagnostic tests

Annex C presents a range of diagnostic tests mglat the DAA model and the alternative
models estimating with the 2011 data samblest of the tests we have undertaken were not
reported in the DAA study. The diagnostic testsliappto the DAA 2012 model are of two
main types. Firstly, there are those that relatbéaesiduals, including tests of:
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» whether the residuals are normally distributednfarily needed only for hypothesis tests
to be valid and also less relevant where asymptesits can be used for large samples)

» the ‘influence’ of individual observations, includj outliers and observations that exert
undue influence on the coefficients

» homoscedasticity (or constancy of variance) ofréseduals.
Secondly, there are tests relating to the spetidicaf the regression model include tests of:

* high multicollinearity between predictors (which ynanflate the estimated variances,
affecting the sign and magnitude of the coeffiggnt

» misspecification in terms of linearity of the fuinetal relationship between the predictors
and the dependent variable, the likelihood of adittariables and the appropriateness of
the dependent variable specification.

With regard to the DAA 2012 model, the followingdings relate to the residuals. More
detail is available in Annex C.

* Normality of ResidualsThe formal statistical tests strongly rejected rindl hypothesis
of normality of the residuals. The distributionrekiduals has fatter tails than the normal
distribution. Normality of the distribution of rekials is not an essential requirement for
unbiased estimates. It is necessary for valid hgs$ testing in small samples, but the
sample size in this study is sufficiently largetthan-normality of the residuals is not
likely to be an issue of concern.

» HomoscedasticityAn important assumption of ordinary least squa@isS) regression is
the homogeneity of variance of the residuals. # thariance of the residuals is non-
constant then there is heteroscedasticity; two igapbns are: (a) the relationship
between the variables may be nonlinear, rather tharmssumed linear relationship; and
(b) conventional standard error estimates for tbefficients will be biased (making
significance testing and inference unreliablehalgh White’s robust standard errors can
be used in these circumstances. The formal statigésts indicate that heteroscedasticity
is present in the DAA model and the alternative etedested in Annex C.

* Observations with Undue Influenc&: model may lack robustness if there are a small
number of overly influential data points, which negst doubt on inferences based on the
model, or affect its performance in making out-afrple predictions. Thafluenceof an
observation is the combined effect of beingoatiier (where the residual term from the
regression is large in absolute value) and havigl leverage(where a predictor takes an
extreme value relative to its mean). Using standests 60 observations (or 1.5 per cent
of the sample) were identified as outliers and 20enidentified as severe outliers. A
much greater number of observations had a highegegf leverage. We estimate that
highly influential observations represent 3.4 pamtof the sample.

The DAA report made the following comment on thiduence of data points:

Although there are several data points with largsidual values, they do not have a
large influence on the model, as indicated by tisemall leverage values. There are
several other data points that have relatively higherage. These data points,
however, have small residuals indicating that thedei fits these points well.
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(DAA,2012 p.9)

While we accept that observations with high inflceri.e. are both outliers and have high
leverage) are of most concern, other extreme ositiad observations with high leverage are
also relevant because of their large effects oregienates.

The tests reported in Annex C indicate that neitiner DAA model nor the alternatives
shown there, satisfied the tests relating to redgduHowever, two points need to be
emphasised. Firstly, it is not necessarily cruthat these tests be satisfied in large samples
because the least squares estimator is unbiaseéfficidnt. That is, in large samples the
estimates should become more accurate if the medelrrectly specified. A key problem is
to correctly specify the model in the situation whextreme values are present. Secondly,
these issues relate to characteristics of the aadaare not easily resolved by altering the
model specification, although alternative regressinethods are available that give less
weight to outliers (see chapter 5). Although thessthods can assist to develop a suitable
specification, none of the models discussed in tkort resolve all issues relating to
residuals.

The following findings relate to the specificatiohthe DAA 2012 model:

» Multicollinearity: Multicollinearity can become a problem if thereci®se correlation
between predictors, such that a substantial patthefvariation of one of the predictors
could be explained by a linear function of the otpeedictors. When there is a high
degree of mulitcollinearity the coefficient estimatmay be poorly identified with large
variance and some coefficient estimates may beitsenso small changes in the data.
Multicollinearity is a sampling problem, in the senthat a larger and richer dataset may
enable the poorly identified effects to be bettieniified.

One method of detecting high multicollinearity @ dalculate variance inflation factors
(VIFs) for each explanatory variable. This meastinesdegree to which the variance of a
variable has been inflated because that variabieti@rthogonal to other variables. If the
VIF value for a variable is greater than 10, thiggests that the variable is close to being
a linear combination of other explanatory variablse of the 17 variables in the 2012
model have VIFs greater than 10. They occur inetfmat of the five main effects for the
route class and quality-of-service categorical aldds, and in two out of the nine
interaction effects involving the categorical vates. The key continuous variables—log
capacity and log distance—do not appear to beneallly dependent on other variables in
the model.

Although strong multicollinearity can affect thearpretation of the coefficients and even
entail reversal of expected sign, multicollineaiiynot likely to be a major problem for
forecasting if the pattern of multicollinearity ihe explanatory variables does not change
materially between the data used for estimationfaretast purposes. This assumption is
implicit in assuming a similar structure acrossdh¢éa sets.

» Misspecification:Misspecification of a model might be due to adogptam inappropriate
functional form (such as assuming a linear relathgm between variables that are actually
related nonlinearly) or due to omitted variablesy £xample. Misspecification can
substantially affect coefficient estimates, for magde, omitted variables will bias the
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coefficient estimates. If nonlinearity is the sauf the misspecification, then although
the model will still be valid as linear approxinmati it could not be expected to provide
unbiased predictions. Misspecification is therefare important problem. Two formal
specification tests of the DAA model rejected thél hypothesis of no misspecificati8n.
Augmented partial residual plots suggested thafitiearity assumption breaks down at
the lower and upper ends of the range of valuesigfuts.

The misspecification issue is important becaugapties that the model is unlikely to predict
well for some types of services and the priceglose services may diverge from costs. The
alternative specifications that were tested, whidluded adding higher-order terms for the
capacity and distance variables, including add#iaonditioning variables and allowing for
route-specific random effects, resulted in an improent of the results of the specification
tests. However, in only one of the two tests ofgpeéxification was the null hypothesis of
correct specification accepted. The RESET testg;wik particularly oriented to the problem
of omitted variables was not satisfied.

The problem of omitted variables in relation to @@14 dataset was raised by one of the
stakeholders in comments on the draft report, hkadsame point applies to the 2011 dataset.
Almost certainly there are relevant variables natilable in the dataset. Potentially relevant
variables of this kind include: (a) data relatingouyers such as buyer size and the number of
contracts the provider has with the buyer; (b) Wwhethe provider is using its own facilities
or not. However, this issue cannot be feasibly esklrd within the current review because we
only have the data that is available. We are untibkessess the relative importance of this
problem. In short, characteristics of the dataseit the scope to remedy some of the issues
raised by the diagnostic tests.

4.3 Application to 2014 data

The DAA 2012 model and the same two alternativeiipations (additional variables and a
random effects specification) were then estimatsithguthe 2014 data. This provides an
important insight into whether the model speciiimatis structurally stable over time. The
results are presented in Annex C.

We found that the DAA 2012 specification does netf@rm well when applied to the 2014
data. The goodness-of-fit is much lower: with ah d® 0.643 (compared to 0.842 when
applied to the 2011 data) and a root-mean-squared{&RMSE) of 0.56 (compared to 0.44
previously).

There are changes in the signs of some of theblasaThe coefficient on the protection

variable is inconsistent with the expectation thpabviding protection involves some

additional cost. One interpretation might be thiadtgction tends to be available on routes
where it can be more easily provided, but the chdrgm the 2011 data would be difficult to

explain, and furthermore, the protection coeffitibas a positive sign on both of the two
alternative specifications shown in Annex C.

8 Link test for specification of dependent variabled RESET test for omitted variables, functionahfand
correlation between explanators and residual.
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There are also changes in signs of the QOS indicatdables, which are more consistent
with expectations, because their coefficients aggative and the absolute values of the
coefficients on QOS 3 and 4 are greater than fo6Q@and QOS 1, which by implication is
zero). However, these main effects cannot be atayranterpreted without taking into
account the 9 interaction terms. There are somegasain the signs and magnitudes among
the interaction terms between quality and routescénd between quality and capacity.

Another notable result of estimating the DAA 20p2dfication using the 2014 data relates
to the magnitude of the coefficients on the capaaiid distance variables. Together these
two coefficients can be interpreted as an indexeainomies of scale, where a value of 1
represents constant returns to scale and a vassethan 1 indicates economies of scale
(where scale refers to the scale of a specificraotjt In the DAA 2012 model these two

terms added to 0.82, but when estimated with thed 2fata they are considerably smaller
summing to 0.44 (although still highly statistigadlignificant). This essentially means there
has be a substantial change in the slope of tlaiolrship between charges and the key
output variables, capacity and distance.

The diagnostic statistics for the DAA and altematmodels estimated with 2014 data are
shown in Annex C. The same general observationatimgl to non-normality and
heteroscedasticity of the residuals and the sicamiti presence of outliers and observations
with a high degree of influence apply to these nfwaenen estimated with the 2014 data.
The following points are notable:

» Severe outliers are more frequent in the 2014 dadathe DAA 2012 specification,
severe outlier residuals represent 0.75 per cettheosample, compared to 0.58 per
cent when estimated with 2011 data.

» There is a higher degree of multicollinearity betwehe regressors, with 8 out of the
18 coefficients in the DAA 2012 specification hayiXIF scores are greater than 10
(compared to 5 out of 17 previoushy).

» The two test statistics for misspecification shawrTable C.4, namely the RESET
test and the link test, continue to strongly rejbet null hypothesis that the model is
correctly specified and have deteriorated for tAA2012 specification.

The two alternative specifications, when estimateih the 2014 data, represent a
considerable improvement over the DAA 2012 speaiiiis. They have considerably better
fit, whereas previously with the 2011 data, thegvided only a marginal improvement in
goodness-of-fit. For Rthe ‘Additional variables’ model is 0.689, and ftire ‘Random
effects’ model is 0.678, which compare favouratdythe R of 0.643 for the DAA 2012
specification.

The higher-order output terms and the additionalaldes are statistically significant, and
more strongly so than for the corresponding modsisg the 2011 data. The coefficients on
the main effects on log capacity and log distang®a $0 0.57 and 0.58 for the ‘Additional

variables’ and ‘Random effects’ models respectivelich is greater than the sum of the
effects on these variables in the DAA 2012 spegiion (0.44).

° The additional variable relates to the categanraf the interface variable with 3 types ratheart 2 types.
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The route-class variables are positive in thesarradtive models, and the coefficient on the
regional route type is greater than for the Metate type. These implies an ordering of cost
between Inter-capital, Metro and Regional routeegyfrom lower to higher, which is more
meaningful than the coefficients in the DAA 2012gification. However, this interpretation
is again complicated by the interaction terms.

The diagnostic statistics in Table C.4 show that dlbservations relating to non-normally
distributed and heteroscedastic residuals, andetladgively large number of influential data
points, apply equally to the alternative modelserBhalso continues to be a high degree of
multicollinearity. But these two models do perfolratter in terms of the misspecification
tests. Although the RESET test continues to rejleethypothesis of a correctly specified
model, and suggests there are important omitteidhlas, the link test is satisfied for both of
these models.

In summary, the DAA 2012 specification performedcmumore poorly with the 2014 data
while the two alternative models improved consitgraon the DAA 2012 specification
when the 2014 dataset was used. These observaigport a conclusion that further
investigation of the most appropriate modelling cifieation to use with the 2014 is
warranted. That is the subject of chapter 5.

4.4 Estimating with the pooled 2011 and 2014 data

The DAA 2012 specification was also estimated usiregcombined data for 2011 and 2014.
An additional variableAT, was added to the model, taking a value of 0Q&12and 3 in
2014. The results from this work were reportedhie workshop paper (Economic Insights
2014). The results from this work indicated thaée thT term was highly statistically
significant and indicated that, all other factoeddhconstant, annual charges declined by
approximately 10 per cent per year on the deregdlaiutes (based on OLS estimates). Tests
also confirmed that the hypothesis of no changhercoefficients collectively is rejected.

During discussions at the workshop of 24 April 20il%as decided that, given the rapid
changes in the market and the incompleteness dQhé dataset, it would be preferable to
develop the econometric model using only the 204taskt, rather than a pooled data for
2011 and 2014.
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5 DEVELOPING A PREFERRED MODEL

This section addresses the requirement to devetepanmended model to calculate DTCS
prices on declared routes based on regressioniegsiathich best fit observed prices on
deregulated routes. The methodological approach thadanalytical steps to develop a
preferred model are explained.

5.1 Methodology

The methodology for determining an appropriatestiadl model needs to have regard to the
objective. The objective, in this case, is to depedh model based on deregulated routes that
have been determined to be sufficiently competitiat they can be used to establish
benchmark prices to help set regulated pricesdoladed routes.

Given the objective of determining benchmark priées regulatory purposes, the model
needs to be both a reasonable predictor of primeddregulated routes but also transparent,
simple and relatively easy to apply in a regulatooptext. If the model is not a reasonable
statistical representation of the price generapimtess there will be a low level of statistical
confidence that it can produce benchmark pricesateappropriate for regulatory purposes.
As the model will be of interest to a wide rangestdkeholders and will need to be used
regularly in various contexts it will need to bartsparent and reasonably parsimonious in
terms of the inputs that are required.

However, in order to meet both objectives it is essary to undertake considerable
econometric testing to identify the most importexplanators and then simplify to achieve a
transparent and practical model to determine ralepace benchmarks.

The preferred strategy for model building, for firet stage of the methodology, is to start
with a general specification and move to more sarggecifications, in part to minimise the

risk of omitted variable bias, and also to makee@ife use of hypothesis testing in the
specification search (Greene 2012 p.178). The Spatton search can then use hypothesis
testing and goodness-of-fit comparisons to narrowrdthe model to one which includes the
most important variables.

Hypothesis testing is concerned with addressingstiues such as: whether an individual
variable can be considered as relevant, in theesttrag it has a significant influence over the
dependent variable, and therefore should be indludehe model; whether one functional
form provides a better representation of the uiydegldata generation process than another;
whether the estimated values of certain parametersconsistent with a theoretical model,
and/ whether the regression model is adequate lbvérasting hypotheses involves
ascertaining the degree of confidence with whicttage restrictions can be imposed on the
values of parameters of the model. For exampleywaeld want to test the null-hypothesis
that parameters of quadratic and interaction texrasequal to zero, and ensure that any other
proposed restrictions imposed on a more generalifgfaion are supported by hypothesis
tests. In situations where competing models cabaaotpresented as special cases of a more
general specification, it may not be feasible ty @n hypothesis tests for the purpose of
model selection, and reliance is usually placedardness-of-fit comparisons.
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Once a preferred model has been identified basestatistical testing and supplemented by
judgements about relevant economic consideratidustlaer stage of analysis can introduce
simplifications to develop a final model for detémmg relevant price benchmarks for

regulatory purposes. The price benchmarks areylit@lbe best interpreted as a reference
point for regulatory purposes and may need to Ipplemented by other information to set

specific regulatory prices.

5.1.1 Economic & Econometric Specification

It is useful to firstly clarify theeconomicrelationship the econometric model is intended to
represent. The ACCC indicated that the prices aegldated routes should broadly reflect

costs and include a normal rate of return on imaest (ACCC 2012 p.7), and accordingly

we interpret the proposed regression function @ssafunction.

In economic theory, the cost function is the minimaost of supplying different levels of
outputs given the prevailing input prices. In assrgectional study, movements in input
prices are not present, and if we assume thatreiffeproviders face the same factor prices
then input prices are constant within the samphel the explanatory variables of the cost
function are the outputs and other relevant exptagavariables that affect costs (hereafter
referred to as conditioning variables). If the dexéends over time, then movements in input
prices may also be relevant explanatory varialbhestaere is also the possibility of technical
change.

We treat capacity and distance as the outputs iassdcwith the contract, and all other
variables are treated as conditioning variablegtimdr they are features of the contract (such
as term, or start date, or route type) or factatereal to the contract (such as the provider’s
total throughput under all contracts on the sanmeroor the total throughput of all providers
on a route). This distinction aids conceptuallyt isunot expected to be especially important
in the econometric analysis.

The log-linear specification used in the 2012 sfudlgen viewed as a cost function, would
correspond to a Cobb-Douglas cost function. Thisctional form may be unnecessarily
restrictive. DAA observed that “predictions at thmver range of values are relatively
accurate” but “at the upper tail of the annual gearperform relatively poorly”. Our review

of the DAA model has confirmed that there is soroalinearity in the relationship between
the log of costs and the log of outputs. The mashroonly used flexible form of cost

function that includes quadratic and interactiomt® is the translog specification, although
there are other flexible functional forms availalj@hambers et al 2013). However, the
translog function is widely used and understooteatiive in a wide range of situations, and
relevant in the context of the overall objective ddveloping a transparent and relatively
simple model.

Most studies use a second order translog funcban,in line with the general-to-specific
methodology and to ensure that the functional frcapable of capturing the nonlinearity in
the relationship between outputs and cost, thidyaisacommences with a third-order
translog cost function specification. The third-@rdranslog cost function with a single input
and multiple outputs can be written as (Said 1992):
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Here,C is total costw is an index of input pricey; represents the quantity of outpuand
the Greek symbols denote unknown parameters tostmaged. Given the assumed non-
variation of input prices between providers, thedsgear of the indew can be chosen to be
the current year, so thatwn= 0. This can be used to simplify equation (5Hlt we also
extend it by introducing conditioning variables)( To limit the proliferation of variables, the
z's are included in the specification only with maaffects and interactions with the output
variables.

1
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In the present context, we adopt the assumption ttiexe are two outputs, capacity and
distance, and the remaining relevant variablesti@a&ted as conditioning variabless].
Therefore, equation (5.2) can be written more dpatly as shown in equation (5.3). This
represents the general approach to functional fadopted as the starting point of the
econometric analysis.

1 2 1 2
(53) lnC(va) = yo +y1|n y1+y2|n y2 +§y11(|n yl) +§y22(|n y2)

i yiny, + <y () 4 2y iny, + <p(iny,)’

1 2 1 1
+Ey221(|n yz) In yﬁzk:ﬁkzk +§Zk:/31k In Y14 +§Zk:lg2k In YoZ

The key strategies for the specification searatelation to the functional form are:

* to test, for each of the conditioning variables,etiter the interaction terms with
output should be excluded from the model, and ,ifvloether the main effect should
be retained or excluded; and

* to test whether the output terms can be simplif@eh as whether the third-order
expressions should be excluded, or whether a sindéx of output can be used.
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These decisions are aided by reference to:

* hypothesis tests of the individual or joint sigo#ince of coefficients or sets of
variables;

» algorithms for excluding variables within a gendmbkpecific modelling method; and

» other tests including goodness-of-fit comparis@mg consistency with the economic
theory underlying the cost function.

The specification search is explained in sectidn3and more fully documented in Annex D.
This process led to a simplification of the costdiion to a second-order translog form in
which the conditioning variables enter linearly,tiwiut any interaction terms with the
outputs. This specification can be expressed as:

1 2 1 2
G4 InCwy) =y +yny +yyny, + 2y () + Zyp(iny,)
pInyIny, +> B2,
k

5.1.2 Variables and Expected Signs

The initial steps of the analysis involve estimgtthe general model described in equation
(5.3). Annex A discusses all of the variables a@dé in the 2014 dataset. Some of the
variables were not included in the analysis becaitker:

» Advice provided by stakeholders at the workshopicated that they were not related
to transmission services or transmission pricimg, 0

* There was high correlation between variables thatevessentially slightly different
ways of measuring the same thing.

This section summarises the conditioning variableslable in the dataset that were included
in the most general models discussed in Annex @, discusses the expected signs. These
variables were all initially included in the genareodels including the interaction terms with
outputs implied by equation (5.3).

In several cases economic theory does not providlea indication of what the sign of the
estimated regression coefficient should be. Thecfpand distance variables are expected
to have positive signs but higher order terms cdwdnegative or positive, indicating a
diminishing effect or an intensification effect pestively, as capacity and distance increase.
These effects may arise if scale effects are ript &xploited when there is competition, or
where the model has effectively captured the coitiveprocess. An econometric model can
usually be only expected to be valid locally, ahéinot valid to extrapolate the model to
limiting cases far outside the domain of the sample

The conditioning variables and their expected sayas

* Log # suppliersNumber of firms with their own transmission infragtture within 150
metres of a Telstra exchange at the A-end and BES#AL summed and divided by 2. A
negative sign is expected if more suppliers meaosensompetitive pressure to lower
price but a positive sign could arise if econontiasnot be realised.
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 Log # DTCS providersNumber of providers of DTCS services on a giveateo This
differs from the foregoing measure, which inclugesviders who own the transmission
facilities at relevant ESAs but are not providing@5 services to third parties on the
route in question. A negative sign is expectedadfenproviders means more competitive
pressure to lower price but a positive sign couiskaf economies cannot be realised.

* Log route throughputAggregate capacity (in Mbps) of all contractsied on a given
route by all providers represented on that routeut® throughput could be related to
economies of scale to the extent that DTCS prosidripply services using shared
facilities. This would imply an expected negativgns

* Log provider-route throughpuAggregate capacity (in Mbps) of all contracts sigzpbn
a given route by a single provider. Provider rothieoughput could measure route
economies of scale for the relevant provider toetktent that the provider supplies all of
its services on the relevant route using its ovailifees. If so a negative sign is expected.

* Log ESA throughputThe sum of the reported capacity of every contoactoutes with
the relevant A-end or B-end ESAhe ESA throughput measure may indicate demand
pressure or capacity constraints, if exchangesmwisAs that have higher traffic density
are also those that require more frequent capacigynentation. To the extent that high
ESA throughput reflects either demand pressure apacity constraints it would be
expected to have a positive effect on DTCS prices.

» Log # DTCS servicesTotal number of contracts supplied on a given eohy all
providers of DTCS services on that route. Thisad#ffrom route throughput as it does
not take into account the capacity of the contraotdy the number of such contracts.
Like route throughput, it could be related to ecores of scale to the extent that DTCS
providers supply services using shared facilitiesnay also be related to competitive
pressure. In both cases this would imply an expetsgative sign.

« Contract start daté” The date at which the relevant contract commenthib data is
believed to have some inconsistencies relatinghetiaer the contract renewals have been
recorded. A negative sign is expected given thahades in technology and competition
are expected to lead to price reductions over tiatthough the ability of providers to
vary prices through the term of a contract may vatythe workshops in April 2015
technical experts expressed concerns about howetmsume the contract start date and
also the accuracy of the data. If contract pricesndt vary within their term, then the
coefficient on contract start date would be appr@ately equal to the average percentage
daily rate of change in prices. However, the datality and price variation issues
mentioned mean that this interpretation is opegustion.

» Contract term.. It is not clear how contract term affects riskldahe pricing of contracts
and views of stakeholders differed.

» Protection: This refers to the existence of a back-up seniitethe event of an
interruption. There are two types of protectionidated in the dataset, geographic

10 Contract start date is expressed as a Statawlaieh is defined by the number of days from 1/101.96 the
date in question.
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diversity and electronic protection. Very few werethe latter typé! The existence of
protection is expected to have a positive sign.

* Route classindicates whether the route is inter-capital, m@dtitan (i.e. between ESAs
in the same capital city), regional (including beém metropolitan ESAs and regional
ESAs) or tail-end (where both the A-end and B-eralia the same ESA). It is not clear
what the signs should be for the metro variable ogbsitive sign is expected for the
regional route class reflecting higher costs.

» The ACCC'’s Quality of Service (QOS) classificatibn:the extent that the ACCC quality
of service measures reflect quality, the coeffitdeshould have negative signs relative to
the default measure of highest quality with theffotent increasing in absolute size with
lower quality.

* Interface typeThe type of interface technology, which may beefftiet, SDH, EoSDH.
Different interface may have different quality @frgice. Newer interface types may have
a lower cost of supply. Ethernet is the increasimgeferred interface type on unregulated
routes.

At the workshops participants raised concerns atbet extent to which the data and
proposed model adequately capture the competitreeegs, particularly where there is
considerable bundling of service offers. The ACGEG honfirmed that the prices in the data
set relate to prices that were actually paid byctimomer and that it is difficult to remove all
offers associated with a bundled negotiation. itripractical to address bundling any further
at this stage. Some of the other possibly relefaators, for which there is no data, include:
(a) data relating to buyers such as buyer sizetlaadumber of contracts the provider has
with the buyer; and (b) whether the provider isngsis own facilities or not. Again, it is not
possible to test for the effects of variables ftiich no data available.

5.1.3 Estimation method
Ouitliers

A feature of the data sample is the presence oérsewutliers and the possibility (or
likelihood) of resulting bias in coefficient estitea obtained using ordinary least squares
(OLS) regression. At the initial stages of the gsial in which the DAA 2012 model and the
variations on that model were estimated using B4 ata, as discussed in chapter 4, the
most severe outliers and observations with higlereye and influence were identified and
lists of those observations were provided to th&€€C&CThe ACCC requested the information
providers to check these records and in severagscalse data was amended by the
information provider, and in a few cases, wherehservation was found to be in error but
could not be rectified, the information providedicated that the observation should be
dropped from the dataset.

1 On unregulated routes, out of 6,767 services,By@&e geographically protected and 83 were elpiciatly
protected.
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Given the size of the sample and concerns expreasdtle workshop about removing
outliers, rather than making judgements about §peaodividual observations, the following
estimation methods that limit the influence of mrd were used:

» quantile regression at the median, which is basetkast absolute deviation (rather
than minimum squared deviation) and is therefoss laffected by extreme values;
and

» robust regression, which refers here to an algorigvailable in Statarfeg) for
iterative least squares estimation in which higlued residuals are down-weighted.
The robust regression method available in Statanlg one of dozens of different
methods of this kind, which may make this approasis attractive than the quantile
regression approach.

Unobserved factors

A second issue relates to limitations of the setawfables available to measure attributes that
are relevant to pricing, and the possibility (&elihood) that there are important unobserved
or latent variables, particularly route-specificcttars that affect the cost function. The
facilities on different routes may be of differeages, use slightly different technologies, or
achieve different performance levels given the mmment in which they are situated or the
nature of the traffic on them. To address the isgusobserved variables, we also test, as an
extension of the basic OLS model, two specificatitimat seek to isolate the route-specific
factors, namely the fixed effects and random effenethods?

The strategy used for choosing between these maglals follows. Statistical tests include
the F-test, used to test the significance of figéfdcts versus no fixed effect (OLS), and the
Hausman test, used to choose whether the randactefhodel is valid relative to the fixed
effects model. There are also important issuesimglao how the model is to be used when
applied out-of-sample to estimate competitive t@sichmarks on regulated routes.

The review of the 2012 model also highlighted tikelihood of heteroscedastic residuals.
Although there are methods for robustly estimastandard errors in this context, this can
make specification tests, such as the Hausmannest difficult. In addition, given that a
relatively high statistical threshold is used falesting relevant variables there is less
concern about the impact of potential heteroscemityson statistical tests and in any case the
presence of heteroscedascity does not by itsetikigias in the estimated coefficients. For
this reason, corrections of this kind are usedisglyr when developing a preferred model.
This approach was supported by experts at the iadhmorkshop on 24 April 2015.

Out of sample testing

A random sub-sample of 677 observations, or 10cpet of the full sample, was omitted
from the data used for model estimation, and imstesed for model validation during the

12 Fixed and random effects estimation refers toi@aar methods of panel data analysis which see#ntify

a time-constant unobserved effect. Random effestgnation treats the unobserved effect as parthef t
stochastic term of the model, a random variabl¢ thiees a different value for each panel has aleinglue
within each panel. Fixed effects estimation trehes unobserved effect as differences in the inptri@ each
panel.
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specification search. For each of the models presented in this section, the main goodness-of-
fit measures, namely the root mean squared error (RMSE) and the mean absolute error
(MAE) are calculated separately for the estimation data and the validation sample.”* The
same observations are used as the validation sample in each case."*

In the final analysis, once the preferred model was selected, it was re-estimated using all of
the observations for contracts on unregulated routes — i.e. including the observations
previously put aside to form the validation sample. This provides greater clarity and ease of
replication, since otherwise the precise results would depend on the specific observations that
were randomly chosen for the validation sample.

Centering data values

The data used in this analysis was centered, in the first place, before estimation. Each
observation on each variable the data is transformed by subtracting the sample mean for that
variable. For some analysis, as discussed below, the data is further transformed using the
xtdata routine to facilitate specification search.

The approach to centering or mean correction of the data was raised at the technical
workshop. It was suggested that nonlinear calculations involved in forming explanatory
variables should be carried out before centering the data. We subsequently adopted this
approach to centering favoured by the stakeholders. However, note that this is not standard
practice in applied production econometrics involving the translog form where the aim of
mean correction is to mean-correct the base data so as to change the units of measurement of
this data so that the sample means become equal to 1. With this approach the first order
coefficients may then be interpreted as elasticities at the sample means (because the log of 1
is 0) and hence the economic plausibility of the estimated coefficients may be readily
assessed.

In the final analysis, once the preferred model was selected, it was re-estimated using
uncentered data. This aids transparency and avoids the need to calculate the intercepts in
forming the pricing model.

Goodness-of-fit measures

One way of comparing models is in terms of their goodness-of-fit both within sample and
out-of-sample (using the validation sample). It is not a conclusive criterion because the
alternative methods are motivated by a trade-off between reliability of coefficient estimates
for prediction and goodness-of-fit within sample. One goodness-of-fit measure we report is
the RMSE and another is the MAE. A third goodness-of-fit measure is the correlation
between the fitted and actual values of the dependent variable, or R*. For some models we
also report the Bayesian Information Criterion (BIC), although this is not available for all
models.

1 Denoting the residual as e, the RMSE is defined as: ’(Z" lef)/n . The MAE is defined as: (Z:_J e I)/n.

" This is ensured by using the same seed for generating the random number used to select the validation sample.
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Normality of residuals

Although normality of the residuals is not essdnt@ obtain unbiased estimates of the
regression coefficients, substantial departures friormality, including the presence of
severe outliers, can affect coefficient estimatesl astandard errors, and reduce the
effectiveness of a model needed for prediction. @se of the normality of the residuals is
the Doornik-Hansen test of the null hypothesis thatresiduals are distributed normafly.
Another test of normality is the frequency of seveutliers. The IQR (interquartile range)
test identifies severe outliers as a percent ofstraple'® All of the models tested in this
study fail the tests of normally distributed resithy and the tests indicate that the nature of
the non-normality is relatively heavy tails.

General to specific approach

A preferred strategy for econometric model buildiago start with a general specification
and move to more simple specifications, in parntoimise the risk of omitted variable bias,
and also to make effective use of hypothesis tgstirthe specification search (Greene 2012
p.178).

In situations where competing models cannot beessgmted as special cases of a more
general specification, it may not be feasible tly mn hypothesis tests for the purpose of
model selection, and reliance is usually placedj@mdness-of-fit comparisons, as discussed
above.

In the general-to-specific approach an initial masléormulated that expresses the economic
relationship being estimated in its most genenahfand encompasses all of the variables and
effects of interest. The general economic modet #eves as the starting point for the
general-to-specific analysis is the third-ordenstag cost function. Six models were initially
tested to resolve the issue of the appropriatenasittn methods. These are:

(1) oLs

(2)  Quantile regression

3) Robust regression

(4) Fixed effects model (with route-specific effects)

(5) Random effects model (with route-specific effects)

(6) Quantile regression (with data transformed for caneffects estimation).

The results of the initial analysis are used toonmf the exclusion of variables, and
simplification of the functional form, in the sea@bmound. Tests of the individual and joint
significance of parameters in the first round modet one important criterion for this
assessment. In addition, a general-to-specific otetlogy was implemented using the user-
written Stata programgenspec which derives a more parsimonious model by remmpvi

15 Implemented with the user-written routirmninorm

16 Implemented with the user-written routirigr. The IQR = 75th percentile — 25th percentile. Aese outlier
is either less than: 25th percentile <x3QR; or is greater than: 75th percentile +« 3QR. Severe outliers
represent only about 0.0002 per cent of a nornstidution.
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variables which have least influence on the Bayesidormation Criterion (BIC), among
other tests (see: Clarke 2014). This procedurenig available for the estimation methods
based on least squares and is not available fantidpiaegression. The general-to-specific
(GETS) algorithm provides another perspective om variables that are candidates for
excluding from the model. We regard these two apghes (namely the joint significance
tests of parameters and the GETS procedure) asleoraptary, rather than alternatives, and
use both methods at different stages of the arsalysi

Parsimony

As emphasised by both the ACCC and stakeholdezee ik a positive benefit to simplicity or
parsimony in the model, and this requires a tradfi&®etween simplicity and goodness-of-fit.
This has been approached in two ways. During tleeipation search using the general-to-
specific methodology a relatively high standardstdtistical significance has been used.
Usually t-statistics of 3 are required as a minim&®acondly, in the final stage of simplifying
the model, some effects with higher levels of digance have been removed, such as
interaction effects on conditioning variables, thiave greater parsimony. This is intended
not only to make the resulting pricing model easerimplement and use by regulated
businesses, but also a suitable degree of simptian improve the predictive performance of
econometric models (see contributions in: Zellrieal€2004).

5.2 Deriving the preferred model

The process of deriving the preferred model is diesd in Annex D. This process of
deriving this model is based on conventional hypsi$ tests relating to model specification
and the significance of coefficient estimates, Wwheindividually or as part of groups. It also
relied on a general-to-specific modelling procedwraid in the simplification of the model
by removing unimportant variables. The results led parameter tests and the general-to-
specific models are discussed in Annex D. See tisodraft report (Economic Insights
2015a).

At the draft report stage, the quantile (mediandeiand the random effects model were
preferred over the OLS model. The quantile modéebaleals with the problem of severe

outliers in the data, whereas the random effectdenhmlentifies the effects of unobserved

time-invariant route-specific effects in the costsucture. Major comments on the models
presented in the draft report and the changeshhat been made in response to those
submissions are briefly summarised in the secti@hsw.

5.2.1 Submissions to Draft Report

This section provides a brief summary of some & thajor issues raised by industry
stakeholders and technical experts, especiallyetnaised in response to Economic Insights’
draft report. More specific issues raised by thetakeholders are discussed in Annex D.

Some stakeholders were critical of the approachnealel specification used by Economic
Insights in the workshop paper, especially the endse of economic intuition. Advice from
industry specialists would assist to understandpthtential economic relationships between
variables. It was recommended to employ a moreesyatic econometric specification
method, starting with a relatively short list ofriadoles, some of which will be essential and
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some optional, and using a well-defined fit crit@riand other rules to narrow the model
down to one that is simple. It was also observed ghmodel so derived will be unlikely to
satisfy diagnostic tests because, given its sintylitt will only capture broad features of the
data, with the aim of providing a benchmarking fatanthat is useful for prediction and
readily understood. In submissions to the drafbrepome stakeholders indicated that the
approach taken by Economic Insights had respormlétese concerns and that the emphasis
on moving to a final model should be on considestigof the elements of the estimation
model is terms of how well it translates into afeefive pricing formula.

Some stakeholders were concerned about the imtmoesatility of prices in the dataset, which
cannot be explained by regression analysis usiagirtformation available in the dataset.
Some of the data issues included omitted variafpkxich we have noted), the implications
of widespread bundling on the meaningfulness ofdat, and the frequency of pricing at
common price points. However, we note that the fowsst common price points on
unregulated routes represent only 8 per cent afoaitracts.

In regard to the concerns about data limitatiorts|emve recognise that there are limitations,
there is also a large number of observations and feasonable to assume that extreme
effects will average out. If so, the econometricdelomay do a reasonable job of predicting
prices. We do not have information that would idgrthe sign and size of potential bias in
the price predictions, nor are we convinced tha pgnedictions of the model will be
materially biased or result in too high a price DarCS services on regulated routes.

In regard to bundling, the ACCC has confirmed that prices in the data set relate to prices
that were actually paid by the customer and it wohé difficult to remove all offers
associated with a bundled negotiation. It is treeeimpractical to address the issues raised
about bundling in this review.

It was considered by some that there remains somm&emnpower in unregulated routes,
which would distort efficient pricing. The modelw@dopment process set out in Annex D
shows that variables expected to be related tdelgece of market power, such as the number
of service providers on a route, were not foundbeosignificant. One expert proposed that
stochastic frontier analysis (SFA) be used, whichliscussed in Annex D. A problem with
the SFA approach in this context is that it wowddetast lower prices based on an efficiency
interpretation of the unexplained variation in ttega, but given the scope of this variation, a
premium would then need to be added to ensuregviese sufficient to finance investment
and allow for estimation uncertainty. But it is rdg¢ar what the premium should be or how to
calculate it. To allow for the possibility of sormesidual non-competitive effects in the
deregulation data we tested for provider-specifted effects as an alternative and found
they were significant but not suggestive of maneiver (since the largest providers were
close to the centre of the distribution of effecs)d could reflect a range of factors. The
provider-specific fixed effects were adopted in tinal model.

Several stakeholders felt that the model shouldhbeh simpler than those presented in the
draft report. On the other hand, at least one @& élxperts suggested more complex
econometric methodologies that are on the cuttohgeeof complexity, and in some cases
developed for the present purpose — combining tleme@l Additive Models (GAM)

specification with the Robust random effects (RREJ the Lasso method. As a general rule,
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it is desirable that economic or econometric analigs regulatory purposes should use well-
established methods, and it is not clear that tbpgsed method has been used before in the
econometric analysis of cost functions or otheaiteel contexts. They are more experimental
in nature, and in our view, not sufficiently weditablished in this type of analysis to warrant
their adoption.

There were also concerns related to tail end sesviEirstly, it was observed that contracts
for 2 Mbps services were largely associated wittneativity and a high proportion of these
contracts included a bundled tail end service. iBsussed in Annex D, we have attempted to
address the question as to whether there is a ledndil end’ effect by introducing into the
model some effects relating to services with 2 Mbapacity, firstly by using an indicator
variable for contracts with 2 Mbps capacity, andoselly using the same indicator variable
together with an interaction term between this dathr variable and the variable ‘log
distance’. In the second of these two approachesniain effect and the interaction effect are
highly correlated with each other but yield coeéitt estimates of opposite sign. When only
the main effect was included in the model, its fioefnt was not significantly different from
zero. Therefore, we could not identify a bundletiéad effect. The second issue relating to
tail ends was disagreement with the method ofregtprices for regulated stand-alone tail-
end services using the econometric pricing moddlassuming a 2 km distance. The issues
related to tail end pricing are discussed in sadi@.

There were also views and suggestions on whicth@feconometric models at that stage
provided the best platform for further developmeartd a number of suggestions were
provided on further simplifying the model, and sfieanethods to improve the accuracy or
transparency of the analysis. These were largedpted and are noted in Annex D.

5.2.2 Addressing issues raised in the submissions

The final development of the preferred model, pnéset in section 5.3, has benefitted from
the stakeholder comments discussed in the foregmntion. We have also sought to correct
any errors or misinterpretations identified by sudmissions that we agree with. This section
summarises how issues raised in submissions hareduressed.

The random effects model is now preferred to thantjle regression model because the
quantile model was considered to be potentiallytabiie since it required a large number of
iterations to converge. There are two options fetineating the random effects model in

Stata, and the results obtained are quite simi&r.use the maximum likelihood estimator of
the random effects (MLE-RE) method because thedatanerror estimates for the stochastic
components are considered to be more reliable,hnviemportant for the adjustment from

logs to levels when deriving the pricing model. étdter the MLE-RE estimator is used for
all the models shown unless otherwise indicafed.

As discussed in Annex D, the final preferred modeésestimated using uncentered data (i.e.
as logs of their original units) to avoid the ndedcalculate the intercept and to improve
transparency. They are also estimated using theeesatmple of exempt routes contracts (i.e.
including the part of the sample that was put as$mleout-of-sample validation during the

Y The models have also been estimated using theatialn sample and those results are availablecifl@e.
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specification search).

Various suggestions for simplification of the modelve been adopted. These include
removing the interaction terms on interface-typmteact term, contract start date, log ESA
throughput and log route throughput. The contracins was also dropped as it became
insufficiently significant after these changes. Wave also tested the exclusion of the
contract start date variable due to concerns abeutlata quality. This has resulted in a much
more parsimonious preferred model.

As mentioned, the ‘Tier 2’ variable as a measureudlity and the associated interaction
terms have been replaced by provider-specific fieffdcts. In part this addresses the
argument put forward by one expert that market paway not be route-specific, but more
broadly-based due to bundling practices, and we lsamught to capture any effects of this
kind through provider-specific effects. The providiixed-effects would also capture
differences in quality of service between providéosthe extent they are broadly based, and
may also reflect differences in efficiency. Lastbince small providers tend to have a
relatively higher rate of extreme outliers, the yder-specific effects relevant to those
providers may in part compensate for the effectsoofie of those outliers.

One of the stakeholders had concerns about thepretation of the coefficients oBSA
throughput and route throughput We suggested in the draft report that the negativ
coefficient on route throughput may reflect econesnof scale in DTCS infrastructure if
providers share facilities. In regard to the intetation of the positive coefficient d&BSA
throughput we suggested in the draft report that this maylbe to capacity constraints at
exchanges in ESAs with higher density telecommuiuina traffic, particularly if the traffic
at those ESAs also has relatively higher growthsaliowever, we recognise the need to be
cautious when making interpretations of this kipalticularly since it is likely that wholesale
transmission throughput is small relative to theoant of self-supplied transmission traffic,
as the stakeholder pointed out. Given these issuggerpretation we tested the model with
these two variables excluded and found that, atihotlhey were individually and jointly
statistically significant. Their removal had littégfect in reducing the goodness-of-fit of the
model.

A number of suggestions made by the industry stlkens and experts in relation to
transforming the econometric model into a pricingdel. These include issues such as: the
appropriate method of calculating the Jensen’suakty adjustment; and the need to present
prediction confidence intervals for the pricing rebdnd report predicted prices for tail end
services. These issues are discussed in chapter 6.

5.3 Preferred models

This section presents the preferred econometricehtoccharacterise the determination of the
prices of DTCS services on unregulated routes. @hd&paddresses the application of this
model for the purpose of making predictions of enark competitive prices on regulated
routes.

Table 5.1 shows three models. The first of thesenvwdels includes the contract start date
variable, and the second excludes that variablghénfirst model the coefficient on the
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contract start date is equal +#6.00005, and this coefficient can be loosely imetgd as a
daily rate of change in prices in percentage temsch is equivalent to approximatehl.8
per cent per year. However, issues were raisedtdbewquality of the data for contract start
date, which casts doubt on the reliability of thigimate of the annual rate of price decffhe.
The second model shows the effect of excluding\higable. Because of uncertainty about
the quality of the data for contract start datksre is a preference to exclude this variable.

The second model shown in Table 5.2 is'aa2der translog model in two outputs, capacity
and distance, and with five conditioning variablesmely:

* route throughput

» ESA throughput

* aroute class effect

» a provider specific effect, and
« an interface type effect.

Using similar notation to that used in equatiori)4he preferred model can be expressed by
the following equation:

R=a,+aC+a,D+a, C’+a,CD+a,D’
(5.5) +ainterfaceda,ESA tput+ aroute t'put
+ Bl.route+ ¢ [l provider

where:R is the log monthly charge in & is log capacityD is log distanceinterfaceis an
indicator variable indicating whether the interfaise SDH, i.route is a set of indicator
variables representing the route categories;j.anavideris a set of provider fixed effects.

This model differs from the DAA 2012 model in th@léwing ways. It includes higher-order
terms on the outputs. Interface type is includetha model and protection is not included,
and two additional conditioning variables are imled. It does not include interaction terms
between the conditioning variables and the outputgteractions with other conditioning
variables. Provider-specific fixed effects are uetead of the ACCC’s QOS variabfe.

The third model shown in Table 5.1 excludes thetedhroughput and ESA throughput
variables. It can be expressed by the followingagiqu:

(5.6) R=a,+aC+a,D+a,C*+a,CD+a,D’
' +ajinterface{Blil.route+ ¢ [i. provider

18t is considered to be more likely to understaeannual rate of price decline than to overstaerate.

9 One of the models DAA included an alternative masligh provider-specific fixed effects rather théme
QOS variable, but the specification that includeel QOS variable was preferred by the ACCC for apglyo
regulated DTCS pricing.
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Table 5.1: Random effects models
(2015 data, full sample, ML-RE estimator)

Model (1) incl. Model (2) excl. Model (3) excl. contract
contract start date contract start date start date, route t'put
& ESA t'put
Predictor Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
constant 5.68261 35.07 4.78394 44.67 4.95344 57.57
log capacity 0.49789 43.07 0.49225 42.52 0.49147 4251
log distance 0.09831 414 0.09500 3.98 0.11703 4.97
0.5(log capacity) -0.03596  -12.48 -0.03523  -12.19 -0.03503 -12.13
0.5(log distancé) 0.01319 2.03 0.01369 2.09 0.01295 1.97
(log capacity)(log distance) -0.00375 -2.47 -0.00366 -2.41 -0.00472 -3.17
log route t'put -0.01791 -3.27 -0.01966 -3.57
log ESA t'put 0.03327 411 0.03027 3.72
contract start date -0.00005 -7.36 . . . .
route class 2 (Metro) 0.17166 2.33 0.17391 2.35 0.22019 2.98
route class 3 (Regional) 0.31876 5.48 0.31498 5.38 0.32620 5.54
Provider #1
Provider #3
Provider #4
Provider #5
Provider #6
Provider #7
Provider #8
Provider #9
interface-type 3 (SDH) 0.20446 10.55 0.24340 13.00 0.24014 12.83
a(u) 0.3166 0.3187 0.32467
ale) 0.4276 0.4291 0.42864

Goodness-of -fit

R* 0.6837 0.6819 0.6767

BIC 9310.6 9355.7 9355.6

RMSE (based on ue) 0.5253 0.5267 0.5316

MAE (based on ue) 0.3707 0.3711 0.3767

Joint significance tests chisq p-value chisq p-value

2" order output terms (df = 3) 198.5 0.0000 189.8 0.0000 196.9 0.0000
Route classes (df = 2) 41.9 0.0000 39.9 0.0000 36.9 0.0000
Provider fixed effects (df = 8) 1072.1  0.0000 1086.7 0.0000 1087.5 0.0000

Source: Economic Insights estimation results.
Notes: * Squared correlation between fitted and actual dependent.

Economies of scale

The coefficients on the main effects and the higher-order effects of the outputs (log capacity
and log distance), when taken together, imply there are cost economies associated with the
scale of individual contracts. As previously mentioned, the route throughput variable may
reflect additional cost economies of scale associated with the multiplicity of contracts on
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routes, beyond the economies associated with prayiadditional outputs within the scope
of a single contract.

The sum of the partial derivatives of log cost éeleof the log outputs in the translog model
is a measure of economies of scale (when less Iham diseconomies (if greater than 1).
Each of the partial derivatives of log monthly ae(i.e. “cost”) to one of the log outputs is
equivalent to the elasticity of cost with respeatthat output. The overall measure of
economies of scale measure is equal to the sulmesttcost elasticities with respect to the
outputs.

When the log outputs are measured relative to theans, each elasticity, when evaluated at
the sample means, is equal to the coefficient efttAnslog cost function on the main effect
of the relevant output. However, when the outpuiaddes are not measured in this way, it is
necessary to calculate these partial derivatives @lasticities). Using the notation from
equation (5.4) these partial derivatives are:

oinC

(5.6) any, =y tyany +y,iny,
oinC

(5.7) =V, typiny ty,,Iny,

diny.

2

On exempt routes the sample mean value fprin2.564238, and for ya is 2.532687. The
elasticities, calculated using equations (5.6) @nd), and using the sample mean values for
Iny; and Iry, are shown in Table 5.2 for the models shown inld&hl.

Table 5.2: Economies of scale per contract

Model incl. contract Model excl. Model excl. contract
start date contract start date  start date, route t’put
& ESA t'put
Elasticity of C toy; 0.3962 0.3926 0.3897
Elasticity of C toy, 0.1221 0.1203 0.1377
Economies of scale index 0.5183 0.5129 0.5274

Source: Economic Insights estimation results.

The results in Table 5.2 show that cost econommiéke scale of contracts is indicated in the
preferred and alternative models. The economiescafe index, which is the aggregate
elasticity of cost with respect to outputs, is elde 0.5, which indicates that a 1 per cent
increase in all outputs results in an approximabep@r cent increase in costs.

These results indicate a greater degree of ecosonfiiscale than implied by the DAA 2012

model. In that model there were no higher-ordeectff for outputs and therefore the

coefficients applying to log capacity and log diste are equal to the elasticities of cost for
these two outputs. Those coefficients were 0.622620.19864 respectively, and economies
of scale are indicated since the sum of these taatieities, which is 0.82126. Although the

DAA model also implied economies of scale withimtacts, the degree of economies was
not as pronounced as the results of this studygateli
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Route class effects

The route class effects seem to have a reasonable ordering of values. They imply that DTCS
services are at their lowest cost on inter-capital routes, and for given values of the other
variables in the model, they will on average be about 17 per cent higher cost on metropolitan
routes and about 31 per cent higher cost on regional routes.

These relativities differ from those in the DAA 2012 model. Changes are to be expected since
there have been some important changes in the dataset, such as the deregulation of additional
routes between 2011 and 2014, and strong market growth which has added to the density of
some routes. It would be incorrect to make a comparison between these models based only on
the main effects on the route class variables, which imply that metro routes had lower prices
than inter-capital routes and regional routes had only marginally higher prices. In the DAA
2012 model, route classes also interacted with the quality-of-service (QOS) variables, and the
marginal effect of a route class needs to take into account the average values of these
interactions. Using the notation of equation (4.1), the marginal effect of a routei class
calculated at the sample means is equaB toy,Q, +y..Q, +y,,Q, Where 3 is the main

effect on route class Vi is the coefficient on the interaction of route clagdth QOS leveli,

and Qj is the sample mean value of QOS Igv& Using these means and the values of the

coefficients of the DAA model reported in Annex C, the marginal effects were: 0.0237 for
the metro route class and 0.1250 for regional routes. The results of this study suggest broadly
similar relativities between metro and regional prices, but higher relative prices on these
routes compared to inter-capital routes.

Provider fixed effects

The provider fixed-effects are almost all signific G

I he joint parameter tests for the provider-specific fixed effects strongly reject the
null hypothesis that the coefficients on these variables are all equal t|jj | [ G

I his does not appear to support the claim that market power

effects are important within this sample, unless such effects are subsumed within other
effects, as suggested by some stakeholders.

. Since it was

found that outliers were disproportionately represented among the smaller providers, these
results tend to suggest that the most extreme of the provider-specific fixed effects are
capturing part of the influence of outliers and thereby assisting to correct for differences in

data quality. Aside from this type of influence, the provider-specific fixed effects may reflect
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differences in efficiency, product differentiationarket power, or possibly other factors.
Interface type

We understand that Ethernet interfaces are inerglysused in preference to SDH interfaces,
and are considered more efficient and cost effeciihe positive coefficient on the interface
type is consistent with this observation.

Route and ESA throughput

The negative coefficient on route throughput maguliefrom economies of scale in DTCS
infrastructure if providers share facilities. Howeyinterpretations of this kind need to be
made cautiously since the level of wholesale trassion throughput may be small relative
to the level of self-supplied transmission traffic.

In regard to ESA throughput, we suggested in tladt deport that the positive coefficient on

this variable may be due to capacity constraintsxithanges in ESAs with higher density
telecommunications traffic, an interpretation thais challenged by one stakeholder. Again,
this highlights the need for caution when interipgesome effects in the model. The positive
coefficient on ESA throughput suggests that, when values of all other variables in the

model are given, the supply price is higher in E®ABigher demand.

5.4 Concluding comments

Annex D provides some more information includinggtiostic tests on the models shown in
Table 5.1. There remain issues of non-normalitthefresiduals and the possibility that some
relevant variables are not available in the datd&$eiwvever, as stakeholders have emphasised,
the emphasis should be on deriving a benchmarlangnidla which is simple and readily
understood, captures the broad features of the aadiais useful for prediction.

Chapter 6 explains how the preferred econometridehim Table 5.1, which characterises
price formation on deregulated routes, can be ftatad as a pricing model for regulated
services.
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6 APPLYING THE MODELS TO REGULATED ROUTES

This section of the report addresses the followivadgters:

» Explanation of the operation and use of the moddl & any adjustments required to
set efficient prices in regulated routes to all@wvdifferences in the characteristics of
declared areas from competitive routes.

» Predicted prices on selected regulated routes stimdates of the standard forecasting
errors for the models when some of the variablesat to constants.

» Discussion of the application of the model to setprices for tail-end services.

» Discussion of whether the model can be applied algutating an allowance for
change in prices over the 2015 FAD period to réfeeqoected productivity and cost
movements.

A separate spreadsheet model has been develodadilitate use of the model in setting
prices for regulated routes. It has been usedesept the price benchmarks in Section 6.4.

6.1 Current pricing model

The Final Access Determination (FAD) No. 1 of 2QBZCC 2012a) specified an annual
use-related charge and a connection charge. Thehage was based on the regression
model in Table C.1 and defined as follows (DAA 212

(6.1) Annual Charge
= exp{7.682 + 0.623In(Speed) + 0.199In(Distance) + ¢
+ t}.exp(62/2)

where:
¢ = 0.078 for protected service and 0.0 for unpreservice
t = 0.000 for intercapital routes, -0.081 for mawates and 0.052 for regional routes

Equation 6.1 includes an adjustment teesp(62/2) = 1.102 (DAA 2012) which is needed
to adjust for Jensen’s inequality when expressimggrhodel in levels rather than logs. The
quality of service impacts, including interactioffieets in the model presented in Table C.1
were excluded. This means that the intercept teraluded the quality effects and the
regulated price cap implicitly assumed the higlogstlity service.

6.2 Pricing models

In the present study, our preferred models are shesvModel 2 and Model 3 in Table 5.1.
An alternative, which includes the variable ‘contratart date’ is presented as Model 1 in the
same table. The following discusses the transfaomadf Model 2 into a price model for
unregulated services. Then in section 6.2.2 thdicgtipn of Model 3 is discussed. Section
6.2.3 discusses the use of the contract startin&dedel 1.
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6.2.1 Application of Model 2

Using similar principles as those used in the 2BAD for moving from the estimated model
to the pricing model, the predicted values of miyntharges using Model 2 can be expressed
as follows:

(6.2) M = exp{ 4.7839 0.4923IrC +0.0950 InD - 0.0176(IrC)? +0.0068(InD)?
~0.0037(ICn D) +0.2434 + 5+ 6} exp(6°/2)

where: M is the monthly chargeC is the capacityD is the distancet = 1 for an SDH
interface and 0 otherwis@;is a constant that varies by route-type (as dgadisn section
6.2.2 below); an@ is a constant in place of the provider fixed eff8¢hen the model is used
for prediction,0 is a constant that applies equally, irrespectivéhe actual provider. This
term is discussed below.

Provider effect

Most of the provider-specific fixed effects areatelely closely bunched together, with some
smaller players as outliers (either positive oraieg). These more extreme valued fixed
effects may control to some extent for atypicalrahteristics associated with some of the
smaller providers and data quality issues reldiingome information providers. Options for
the ACCC to consider for thericing modelwould be to use the largest provider as the base
(which by construction has a fixed effect equakéwo), since it represents the median or
make a positive or negative adjustment, dependinghe ACCC'’s view about factors not
incorporated in the models.

In the following calculations we assume that thediae value of the provider effect is
chosen, in which cas@ = 0. We are not asserting that this value sho@dessarily be
adopted.

Adjustment for route-type

The constant term that varies by route tyfeis calculated in Table 6.1. It combines the
effects of the route-class coefficients as welltlas effects of route throughput and ESA
throughput. These effects have been calculated tisenmean values of route throughput and
ESA throughput on regulated routes, to which thel@haill be applied.

There is a question as to how these route-spegfigcts should be calculated for stand-alone
tail ends. It would not appear to be appropriatagsume that the route-class effect applying
to tail ends should be zero, since that value appb inter-capital routes. Instead it may be
appropriate to apply the metro route class effecESAs located in capital cities and the
regional route class effect to all other ESAs. tTisathe assumption used in Table 6.1 to
calculate the route-class effect for stand-aloietal services.
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Table 6.1: Route-related effects, preferred RE model

Inter-capital Metro.  Regional Tail end

Route-class coefficient 0.0000 0.1739 0.3150 n.a.
Route throughput effect:

Mean route t'put* 3.8184 4.1685 2.9554 4.5823

Route t'put coefficient -0.0197 -0.0197 -0.0197 0.0197

Route t'put effect -0.0751 -0.0819 -0.0581 -0090
ESA throughput effect:

Mean ESA t'put* 11.7163 9.8426 9.1240 9.0087

ESA t'put coefficient 0.0303 0.0303 0.0303 0.0303

ESA t'put effect 0.3546 0.2979 0.2762 0.2727
Combined effect: Metro. Regional
- Route-class method 0.2796 0.3899 0.533(0.3565  0.4976

Notes: * regulated routes; # Metro or Regionaktearoefficients assumed to apply to metro ESAsragibnal ESAs.
Source: Economic Insights estimation results.
Estimated variance

The estimated variance used for the adjustment showquation (6.2) is calculated in (6.3)
and the adjustment term is then derived in (6.4).

(6.3) 0°=62+07=(0.3187§ +(0.4291f = 0.2857
(6.4) exp(&z/ 2) =1.1536
Summary

The combined route-class effect shown in Tableddd be combined with the regression
constant to produce the following simplified prigimodel for regulated routes:

(6.5) M = 1.1536.ex;{)a+O.4923IrC+0.095OInD -0.0176(InC)* +0.0068(InD)?
~0.0037(IiCIn D) +0.2434}

where:a is a combined constant that varies by route-type wsing the ‘route-class method’
shown in Table 6.1:

* Inter-capital routes: a=5.0635
¢ Metro routes: a=5.1738
* Regional routes: a=5.3170

* Tail ends metro ESAs: a=>5.1404
» Tail ends regional ESAs: a=5.2815

6.2.2 Application of Model 3

Model 3 is simpler than Model 2 because ESA thrpugtand route throughput are omitted.
It can initially be expressed as follows:
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(6.6) M = exp{ 4.9534-0.4915InC +0.1170InD —0.0175(InC)? +0.0065(InD)?

~0.0047(IrC In D) +0.2401 +3+6} .exp(&z/z)

Where the notation is the same as for equatior).(Bgain, in the following calculations we
assume that the median value of the provider efechosen, in which case = 0. The
combined equation constant and route-class efiettss case are:

* Inter-capital routes: a=4.9534
* Metro routes & tail ends: a=4.9534 + 0.2202 =5.1736
» Regional routes & tail endsa = 4.9534 + 0.3262 = 5.2796

The estimated variance is this case is:
(6.7) 0% =02 +07 =(0.3247§ +(0.4286§ =0.289:

(6.8) exp([fz/Z) =1.1555

The interface-type effect in this model is quitgportant. Therefore, if a constant value of |

were substituted into (6.6) it should be either sheple mean on regulated routes, which is
0.8193, or the sample mean on all routes is 0.70B8.mean for regulated routes would be
the most relevant for setting prices on regulatedes.

6.2.3 Rate of change in prices

We omit the derivation of a pricing model from Méde but the use of the ‘contract start
date’ variable needs to be explained. That variabémsures the number of days from 1
January 1960. The mean contract start date in #meple is 18,865.8, and when the
coefficient of -0.0000495 is applied to this valuthe result is -0.9339, which is

approximately equal to the difference between thestants of the models with and without
the contract start date variable.

If Model 1 is used for prediction, it is necesstrydetermine a relevant date for the pricing
period over which the price will apply. For examplé the representative date for the
application of the price were 1 April 2016 (whichthe mid-point between 1 October 2015
and 1 October 2016, and therefore a representdsites if the pricing period extended over
that term) then the date for a new contract enterexlat that time would be 20,545. This
means that 1.0170 should be subtracted from thetaoin(5.6826) to obtain the adjusted
constant 4.6656. And at the beginning of the nextual pricing period (1 October 2016 in
our example), prices would decrease by 1.8 per cent

6.3 Tail-end pricing

A ‘tail-end service’ refers to a DTCS service witla single ESA, whether in metropolitan or
regional areas (ACCC 2012, p.16). The ACCC (20p2B0) has noted that the vast majority
of tail-end services are provided by Telstra iruadde, with an inter-capital, metropolitan or
regional service, and are less than 2 km in lenfjle ACCC also reported that analysis of
tail-end services indicates that tail-end servitese some of the same price drivers as other
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DTCS services. For tail-end services that are ldalith other services, the charges cover
the end-to-end service, and a separate tail-ermk psi not needed. Our attention in this
section is orstand-alonetail-end services, which are not bundled with oervices. These
represent a distinct route classification in thé£@ataset, and are to be distinguished from
the other three route classifications (Inter-cdpitéetro and Regional), which all refer to
inter-exchange DTCS services (i.e., between diffeESAs), perhaps with a bundled tail-end
component. Tail-end services are currently regdlate

In the 2012 DTCS FAD, the ACCC used its benchmaitimqg model to set stand-alone tail-
end prices by assuming that tail-end services & km standard length, are without
protection and have unrestricted speed. The AC@8&ssimption that tail-end services have a
2 km standard length for pricing purposes needsetoe-examined, as one stakeholder has
strongly contested this approach.

We have calculated indicative tail-end distancaagughe data for the size of the ESA (in
km?) associated with each tail end, and using theviotig simplifying assumptions to derive
the estimates:

« each ESA is circular and the exchanges are loedtdae centre of the circle

» the average length of a tail end is equal to trexaye distance of any point within a
circle from the centre of the circle (i.e., radi.

Given the area of the ESA), the average length of the tail ends associattddthat ESA ()

. . . , . r
is estimated using the formull&al:—-l A , Since — zm:d\/E
2\ 2 T

With these estimates we test whether the averagenthlength is likely to be in the vicinity
of 2 km, and variation of the average tail end tarfgetween ESAs. The results are shown in
Figure 6.1. The results show that 2 km is a reddenassumption because it is the modal
distance of the estimated average tail-end lengthG8A. The assumed typical length of 2
km is also close to the mean value of the indieagistimate$!

The indicative tail-end lengths are shorter on agerfor ESAs located in metropolitan areas
than for ESAs located in regional areas. Howeveantjfying this difference precisely is not
feasible because the dataset does not flag wheiheln A-end and B-end ESA is in a
metropolitan or regional area. Only routes aresifiesl as Inter-capital, Metro or Regional,
and a route is defined as a pair of ESAs. By d&dimj Inter-capital and Metro routes have
metropolitan ESAs at both ends, so it is possiblaléntify a set of metropolitan ESAs, but
this may not include all of the metropolitan ESAshe dataset. If we assume that the set of
metropolitan ESAs identified in this way is complethen out of the 409 ESAs with stand-
alone tail-end services, 262 are metropolitan ahtiake regional. The average estimated tail-
end length on the metropolitan ESAs is 1.30 km, thedaverage estimated tail-end length on
the remaining regional ESAs is 3.74 km.

2 The indicative tail-end length, when averaged serall 4,127 stand-alone tail-end contracts, i9 k.
When averaged across the 409 ESAs with stand-#hilrend services, it is 2.18 km.
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These observations suggest that the previouslyrees$waverage tail-end length of 2 km is
reasonable if the price of stand-alone tail-endises is set on a ‘postage stamp’ basis across
all metropolitan and regional areas. However, atersition could be given to setting a
different tail-end price for metropolitan and regib ESAs, since metro tail-end services are
likely to have typical lengths significantly shartean 2 km, and regional ESAs are likely to
have typical lengths significantly longer than 2.km

Figure 6.1: Histogram: Average stand-alone tail-end length per ESA (km)
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Indicative tail-end length estimate (km)

Source: Economic Insights analysis.

One stakeholder raised the concern that the priciadel cannot be expected to provide an
accurate prediction of the cost of stand-aloneetad prices because there are no stand-alone
tail-end services in the data for unregulated uteed to estimate the model. This is a valid
issue as a matter of general principle. Howeves,data sample does include a significant
number of services over relatively short distanods.shown in Table 2.1, the data for
unregulated routes includes 387 services on Metuves for distances of less than 1 km,
which represents 5.7 per cent of the sample. Whehiese services are analogous to stand-
alone tail-end services is a question we cannoi@na priori, but the distances associated
with most tail-end services are not outside theyeaof values represented in the estimation
sample. Absent further information, we would coneuhat the econometric model could be
used for pricing on stand-alone tail-end routes.

That said, it is recognised that although routsslaffects are estimated for the Metro,
Regional and (by default) Inter-capital route ofsssa corresponding effect is not estimated
for the stand-alone tail-end route class. We wauiggest that for the ESAs in metropolitan
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areas, it may be reasonable to apply the Metrcerolatss effect, and for ESAs in regional
areas the Regional route-class effect could be.used

6.4 Comparison of pricing benchmarks

Table 6.2 presents comparative examples of theigii@as from the preferred models,
namely Models 2 and 3 shown in Table 5.1. The nsodséd to make these predictions are
simplified by assuming:

» the provider effect =0

» the constants (which include the route-throughpud &SA-throughput effects as
shown in Table 6.1) for metro and regional tail-endtes are as shown in section
6.2.1

« tail-end route distance for metro and regionatdails is 2 km.

These are compared against those using the DAA Inestienated with the 2011 data and
with the 2014 data. The DAA model is simplifiediagicated above by assuming:

* QO0S2,Q0S3and Q0S4=0

» there is no route-specific effect for tail-end &mjtso the same constant applies as for
inter-capital routes.

» tail-end route distance = 2 km.

The comparisons are made on the basis of 42 raydegtdcted observations from regulated
routes, as well showing the mean of the predictionsll observations on regulated routes.
Summary averages across all regulated routes Ity type are also shown.

The following general observations can be made:

» The predictions of price using the DAA model, based2011 data, are on average
(across all regulated routes) materially highenttieose using either of the preferred
models presented here, or using the DAA model tieaated with 2014 data. The
DAA 2012 model tends to yield much higher prices liggh capacity services than
the other models.

 The actual monthly charges on regulated routescaresiderably lower than the
estimates obtained using the DAA 2012 model.

» The predictions of price using the preferred modeks, on average, considerably
lower than the prevailing prices on regulated Hai@pital and regional routes, but they
are similar on average to the prevailing pricesMetro and tail-end routes.

It is also noted that the 2012 DAA model was ordgdito set prices for DTCS services with
capacity of less than 1 Gbps, due to the limitatioh2011 dataset. In the 2014 dataset, on
exempt routes, 236 contracts are of 1 Gbps or gndat 3.5 per cent of the sample), with
174 of these (or 2.6 per cent of the sample) bekagtly 1 Gbps and 62 (or 0.9 per cent of
the sample) with greater capacities. The averagaaity of the 62 contracts with capacity
greater than 1 Gbps was 6.07 Gbps. The predictofidence intervals will get wider the
further the capacity value differs from the mean.
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Table 6.2: Comparison of predicted costs on regulated routes, selected contracts

Actual _ . Predicted monthly charge ($)*
Unique ref. Route type monthly i;’-ﬂp;;;;y DI(S':;?C(E Intterface Protection DAA (2011 DAA (2014
charge (%) ype El model 2 El model 3 data) data)

Metro tail-end 2 2.0 SDH Yes 375 393 380 480
Regional 2 6.8 SDH Yes 512 512 510 522
Metro 2 12.9 SDH Yes 480 505 508 494
Metro 2 9.5 SDH Yes 462 483 478 478
Metro tail-end 10 2.0 Other No 594 622 958 880
Metro 30 17.5 Other No 1187 1248 2696 1347
Regional tail-end 2 2.0 SDH Yes 432 436 380 480
Regional 2 96.3 SDH Yes 736 774 865 699
Metro tail-end 2 2.0 SDH Yes 375 393 380 480
Regional 8 105.5 SDH Yes 1348 1409 2088 1118
Metro 2 14.8 SDH Yes 488 515 522 502
Metro tail-end 2 2.0 SDH Yes 375 393 380 480
Intercapital 40 1374.5 Other No 2273 2277 8318 2854
Regional 56 871.5 Other No 3020 3227 9864 2887
Regional 2 94.7 SDH Yes 734 771 862 698
Metro tail-end 2 2.0 SDH No 375 393 352 516
Regional 2 170.3 SDH Yes 806 856 968 744
Metro 2 4.6 SDH Yes 424 436 413 441
Metro 155 23.6 SDH Yes 2711 2839 8601 2231
Metro tail-end 2 2.0 SDH Yes 375 393 380 480
Metro 2 53.4 SDH Yes 583 630 674 578
Regional 2 101.0 SDH Yes 741 780 873 703
Regional tail-end 2 2.0 SDH Yes 432 436 380 480
Regional 2 158.6 SDH Yes 796 845 955 739
Metro 10 29.6 Other No 836 890 1510 992
Regional 2 247.0 SDH Yes 857 916 1043 775
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Actual . . Predicted monthly charge ($)*
Unique ref. Route type monthly isﬂpbzcsl;y DI(Skt::;CG Interface Protection Elmodel 2 Elmodel s DCAA (011 DAA (2014
charge ($) data)

16425 Metro 1215 10 25.6 Other No 820 871 1467 976
4443 Metro tail-end 243 2 2.0 SDH Yes 375 393 380 480
12193 Regional 731 2 180.6 SDH Yes 813 865 980 749
7591 Metro 265 2 4.1 SDH Yes 418 430 404 436
8144 Metro 1027 4 15.1 SDH No 667 702 747 680
12072 Regional 1608 2 377.3 SDH Yes 921 992 1134 12 8
7128 Metro tail-end 468 2 2.0 Other Yes 294 309 0 38 480
7172 Metro tail-end 251 2 2.0 SDH Yes 375 393 380 480
11115 Regional 2252 2 332.0 SDH Yes 901 968 1106 01 8
17851 Regional tail-end 265 2 2.0 SDH Yes 432 436 380 480
2718 Regional 265 2 2.1 SDH Yes 450 439 404 459
3652 Metro tail-end 251 2 2.0 SDH Yes 375 393 380 480
9261 Metro tail-end 243 2 2.0 SDH Yes 375 393 380 480
13475 Metro tail-end 251 2 2.0 SDH Yes 375 393 380 480

516 Metro 1420 50 4.6 Other No 1227 1260 2845 1379
3639 Regional 517 2 176.8 SDH No 811 861 902 804
Avg regulated routes

- Intercapital 5077 208 1314 50% 38% 2141 2122 7427 2659

- Metro 836 60 11 75% 75% 820 854 2321 873

- Regional 2819 121 224 85% 81% 1387 1444 5544 7133

- Tail end 442 41 2 88% 88% 522 541 1064 662

- Overall 1399 76 108 82% 80% 917 951 3115 984

Notes: * Metro and regional tail-end lengths assiimaebe 2 km. In the EI models, the route-classaff differ between metro and regional tail-enddissussed in section 6.2.
Source: Economic Insights analysis.
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6.5 Allowances for productivity

As explained in this paper and supported by teehnéxperts at the workshop it was
considered preferable to use only the 2014 datstimate a preferred model that could be
used for establishing benchmark prices. That agprates not provide any indication of
how productivity improvements or more intense cottipg or other factors could affect
prices for the 2015 FAD regulatory period.

It is also apparent that given the large movemengsices for the same service parameters,
as seen on competitive routes between 2011 and, 281y attempt to predict price
movements for any period of more than one year avoalry a substantial risk of forecasting
error.

Given the lack of information to provide a robustgrical basis for specifying a productivity
adjustment factor, the ACCC may wish to considdtirgg prices on an annual basis by
updating the statistical model every year. Cledttywever, there is a trade-off between, on
the one hand, the cost of regulatory administradioth compliance, and on the other hand, the
risk of prices becoming inefficient over time doeapid technological change.

6.6 Setting prices based on the mean or some other percentile

One issue to be considered when using the modteymine benchmark prices on regulated
routes is whether to use the mean prediction ofrbeel or make some adjustment to the
mean. We do not think there is a persuasive staisargument to use a prediction other
than a mean prediction. Essentially an adjustrteetite mean prediction needs to be based
on a rationale based on information that is notwag by the model. This could include
information about the extent to which predicteccesi need to be adjusted down to reflect
more scope to reduce costs or up to give greatrasce that revenue was sufficient to
cover efficient costs. In this respect, we not thean values reflect the price that would be
charged, on average, if the prices were determibyd a market with effective
competition. We also note that a mean prediotonld be likely to be conservative on the
upside if recent price trends continue, particyldirithe preferred model excludes the start
date variable.
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ANNEX A: ADDITIONAL DEMAND AND SUPPLY VARIABLES

The ACCC provided additional demand and supplyaldes that have been considered in
constructing a price model.

Demand-related Variables

* NBN POIls — If one of the exchange service area®\g®n the route has a national
broadband network (NBN) point of interconnectiorO(P then the value for this
variable is 1. If both the A-end and the B-end E®Aghe route have NBN POIs then
the value is 2. If none of the ESAs have POls thervalue is O.

* Average number of access seekers — The number afssicseekers to the
Unconditioned Local Loop Service (ULLS) and LineaBhg Service (LSS) at the A-
end and B-end ESAs summed and divided by 2. Theeeservices represent the
most basic functions of Telstra's copper networnk.a&cess seeker in this case refers
to a firm seeking access to the ULLS/LSS in oraeprovider end user customers
with ADSL or voice services. Access seekers lehsecopper line from Telstra and
provide their own DSLAM in order to provide theiwo products to end users. This
variable is designed to capture derived demanttdoismission services.

» Average number of SIOs — The total number of fiked services in operation (SIOs)
as collected via the Telstra Customer Access NétviRecord Keeping Rule (CAN
RKR) at the A-end and B-end ESAs summed and divige?.

» SIO density — The average number of SIOs on thie rdwided by the average size of
the ESAs (km?2).

* Route throughput (Mbps) — The total contracted cépdor each route in the data
set. The sum of the reported capacity for everytraoh in the data set on the
particular route.

» ESA throughput (Mbps) — Unlike the previous mettitis demand metric is non-
route specific. The total known contracted DTCSagity for each A-end and B-end
ESA in the data set is calculated as the sum ofeperted capacity for every contract
in the data set on that particular A-end or B-eB&E

* Provider-Route throughput (Mbps) — The total knovemtracted DTCS capacity by
service provider for each unique route in the dsga The sum of the reported
capacity for every contract in the dataset forgheicular provider on the particular
route.

« Adjusted number of SIOs (Root Sum of Squares méthed The total number of
SIOs at each ESA is squared and summed togethethandhe square root is taken

% Telstra’s public response to the Commission‘septezms in the draft final access determinatiorttier
Domestic Transmission Capacity Service, 9 March22@118,
http://www.accc.gov.au/system/files/Telstra%20S 8si0in %20-%20Draft%20DTC S%20FAD%20-%20Price%20Tera%%

%20March%202012.pdf
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(Root Sum of Squares method). The number of SIOs is an indicator of the demand for
retail services, and the demand for transmission services is a derived d@mand.

e Adjusted number of SIOs (Root Sum of Squares elements method) — There are
various types of SIOs collected via Telstra CAN RKR e.g. voice only services, ADSL
services bundled with voice services, ULLS services, etc. Under this method, each of
the different types of SIOs at the A-end is squared separately and summed and added
to the sum of the squared elements of the B-end ESA and then the square root is
found. The ACCC considers that this method better captures the differences in the
units of measurement for the different types of SIOs at the A-end and 8-end.

* Adjusted SIOs (weighted by bandwidth) — The number of voice only SIOs, as
recorded in the Telstra CAN RKR is relatively high compared to the other types of
SIOs. However, the data rate for voice is low (an average of 0.64 kbps per SIO)
compared to the data rate for DSL Broadband (an average of 1088 kbps per SIO)
based on a 2008 model by Gibson Quai with variables updated to reflect 2014
usage.25 This method builds on the previous two methods for calculating SIOs as it
directly considers the differences in data rates for the different types of SIOs. This
method adjusts for the impact of the high number of low data rate POTS SIOs, by
weighting each of the four elements that make up total SIOs accounting for the data
rate (SIO POTS ONLY, SIO POTS + ADSL, Telstra xXDSL no POTS, TOTAL
ULLS). A further uplift of 15 per cent is added to account for business services.

Supply-related Variables

* Average number of ‘ESA providers’ - The number of firms with their own
transmission infrastructure within 150 meters of a Telstra exchange at the A-end and
B-end ESAs summed and divided by 2.

* Number of DTCS transmission providers at A-end or B-end — The number of DTCS
transmission service providers identified from the data request information providing

services at the A-end ESA or B-end £ S
I

* Number of DTCS transmission providers at A-end or B-end (not top 4) — The number
of DTCS transmission service providers identified from the data request information
providing services at the A-end ESA or B-end ESA that ar|jj NG

* Number of DTCS transmission providers on route (this is referred to as ‘DTCS
providers’ in the body of the report — A route is a pair of A-end and B-ends ESAs that

Z Telstra in their public submission to the ACCC recommend the use of Root Sum of Squares as each type of
SIO uses a different level of bandwidth. For instance Telstra xDSL no POTS SIOs use a higher bandwidth than
SIO POTS ONLY. Telstra considers that by using the Root Sum of Squares method it has accounted for the
different units of measurement for the different types of services at the A-end and B-end to normalise for the

differences between each of the different units.

24 RSSE = \/(Z;’:la? + X%, b?) , wherea is the number of SIOs of tygeat the A-end, and analogously for

the B-end.
% ABS 8153.0 - Internet Activity, Australia, June 2014
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are identical. This is a count of the number of DTCS transmission providers identified
from the data request information providing services on a route.

Number of DTCS transmission providers on route (not top 4) — The number of DTCS
transmission providers identified from the data request information providing services

on a route that are

Total unique DTCS transmission services provided from A-end and B-end — The
number of DTCS transmission services identified from the data request information
being provided from the A-end ESA or B-end ESA on the route.

Total unique DTCS transmission services provided on route — The number of DTCS
transmission services identified from the data request information being provided on
the route.
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ANNEX B: DATA MANAGEMENT DOCUMENTATION

Item Initial transformations

All string variables All string variables were either encoded as numeric variables or dropped
from the datasets used in the analysis. Encoding assigns an ordinal integer
to each discrete value of the string variable, usually in alphabetical order
of those values. String variables that have binary values (eg, “Y” and “N”)

were coded as indicator variables (taking values 1 or 0).

Missing & zero values String values “[blank]” were assigned as missing values. String values
“nil” or “Internal Order” were assigned as 0.

Distance 61 missing values for distance (ESA-to-ESA basis) were imputed using
estimates derived by estimating the average relationship between ESA-to-
ESA distance and other measures of distance in the dataset. Using OLS,
(a) ESA-to-ESA distance regressed against Address-to-Address distance,
and (b) separately ESA-to-ESA distance was regressed against reported
distance. Only data for deregulated routes was used in estimating these
equations. The predicted values were then used to impute the missing
values for the ESA-to-ESA distance variable, using model (a) whenever
the Address-to-Address distance is available, and using model (b) in the
remaining cases.

Contract term 186 missing observations on deregulated routes were replaced with the
mean contract term on deregulated routes.

Contract start date Contract start date was converted to Stata date format (which is equivalent
to the number of days from 1/1/1960).

Panel variables The route variable was coded as a numeric variable, and a variable ‘seq’
was created which represents the sequence of observations within each
route category, ordered by the ‘unique reference’ variable.

Centering of data The user-written Stata routine cenfer was used to center data prior to
estimation during the specification search.

A validation sample representing 10 per cent of observations on deregulated routes used for
testing out-of-sample performance of the models, used during the specification search, was
created with the following Stata code:*®

set seed 19101931

gen randomid = runiform()
sort randomid

gen byte validsample = _n <=677

% Using Stata version 14, which differs from previous versions (see: http://www.stata.com/statal4/random-
number-generators/).
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ANNEX C: REVIEW OF THE 2012 MODEL

C.1 Replicating the 2012 model with 2011 data

The re-estimation of DAA’s 2012 model, using thenea2011 data, is presented in the first
model shown in Table C.1. This corresponds to tbdehreported in DAA (2012), however,
we have used the monthly charge as the dependeabhea rather than the annual charge,
and the constant is correspondingly smaller. Thestamt in the original model was 7.6818
and in this model is 5.1969, and these are relagefdllows: exp(7.6818) / exp(5.1969) = 12.
The other coefficients of the model are unchangewh tthe original.

A basic goodness-of-fit statistics are shown in ltheer part of that table. The?Rs the
squared correlation coefficient between the fitiad actual values of the log monthly charge.
The RMSE is the square root of the mean squareduads MAE is the mean absolute value
of the residuals. These statistics can be readilyutated to compare models estimated using
different econometric techniques. For some estonatirocedures, goodness-of-fit statistics
such as adjusted?RAkaike’s information criterion (AIC) and the Basian information
criterion (BIC) are not always available. BIC ipogted where it is available.

The DAA 2012 model might be interpreted as a costtion (if the prices charged for each
service approximate the actual cost of supplying #ervice) for providing individual
transmission services, with capacity and distaraedothe principal outputs. The elasticities
of cost for these two outputs are estimated to.62 @nd 0.20 respectively, and economies of
scale are indicated since the sum of these twdi@taes (0.82) is less than one.

Aside from the distance and capacity variables,vainether there is protection, the remaining
terms relate to route-class and the ACCC’s qualftyservice variable, each having some
interaction effects. Focussing attention primaailythe main effects, we observe that for the
DAA 2012 specification:

(a) the main effects of the route-class effects arestattstically significant’ and

(b) most of the main effects for quality-of-service Baan unexpected sign or scale.
Recall thatgosis an ordinal variable, with 1 designed to repnésiee highest quality
and 4 designed to represent the lowest quality celénthe variable is an appropriate
proxy for quality the coefficients ogos2to qos4should all be negative, because it
should cost less to produce a service of lowerigyand they should be increasing in
absolute value. However, these quality measures beaygapturing firm specific
effects as well. Some firm-specific effects couddlect cost differences associated
with exogenous factors but the quality measurésis lékely to be a proxy for size and
could partially capture residual market power. Tissue is considered further in
Annex D.

?"n this report we use the term “statistically sfigant” to refer to a coefficient being insigniéiatly different
from zero at the 5% level of significance, unlegsindicate otherwise.
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Table C.1: Estimation results, DAA 2012 model & variants (2011 data)*
DAA 2012 model  Additional variables Random effects

Predictor coefficient t-stat. coefficient t-stat. coefficient _t-stat.
constant 5.19690 79.01 4.6406 52.96 4.4415 33.03
log capacity 0.62262 58.76 0.7080 32.11 0.7611 36.59
log distance 0.19864 30.87 0.1921 17.18 0.1568 6.91
protection 0.07808 3.27 0.0669 2.77 0.1098 4.69
Route class:

Metro -0.08082 -1.47 -0.0788 -1.25 -0.0654 -0.68

Regional 0.05155 0.92 0.1338 2.16 0.2547 2.87
QOs:

2

3

4

Route class # QOS:
Metro#2
Metro#3
Metro#4
Regional#2
Regional#3
Regional#4

QOS # log capacity:
2

3

4
0.5(log capacity) -0.0184 -2.97 -0.0309 -5.32
0.5(log distancé) 0.0073 1.86 0.0127 1.95
log capacity*log distance -0.0092 -4.60 -0.0081 -3.87
log route t'put -0.0089 -2.08 -0.0122 -1.51
log avg. ESA t'put 0.0448 7.30 0.0622 5.73
Interface type 0.1036 3.71 0.0981 3.69
Share of variance due tp u 0.4545
Goodness-of-Fit
R? 0.8422 0.8464 0.8446
BIC 5041.8 4981.8 n.a.
RMSE 0.4397 0.4339 0.4366
MAE 0.3147 0.3087 0.3131

Notes: * Dependent variable is log monthly charge; T Square of correlation between log annual charge and fitted log annual
charge, where the fitted value does not include the random effie¢t Based on;u+ €.

Additional variables

Table C.1 also shows the results of estimating two alternative specifications as variants of the
DAA model. The second of the models in Table C.2 (‘Additional variables’) tests the
inclusion of additional predictors, consistent with previous recommendations by Professor
Breusch to include second-order terms and demand-related variables. This model includes:
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» translog-type higher order and interaction termslie output variables, capacity and
distance

» two additional variables that may be related to aedy supply and/or capacity
constraints (route throughput and ESA throughgutjl

e an additional quality related variable (interfagpe).

The purpose of including additional variables igdet whether there are some statistically
significant omitted variables, and the implicatiarisncluding them in the model. We do not
suggest that the variables included here are tiye @andidate additional variables. It is
simply one set of possible additional variablese Tttual variables included here differ
slightly from the variables used in the workshoppgra and the draft report
(Economic Insights 2015a; BY.Partly this follows comments received from stakdbrs
about the meaningfulness of some variables, artty s for convenience and consistency.

Joint parameter test statistics for the additioreiables are shown in Table C.2, and t-
statistics for the individual variables are in T@kl.1, and the results can be summarised as
follows:

» the second order effects on the two output varg@alils the squared log of capacity,
the squared log of distance, and the interactidwedsn the outputs) are individually
significantly different from zero at either a 0.6560.10 level of significance, and they
are jointly significant at any level of significaasc

» the other additional variables, including totalothghput on the route, the average
throughput of the ESAs relating to the route artdrface type of the service, all in
log form, are individually significant at the 0.0%vel of significance, and are jointly
significant at any level of significance.

Although the additional variables are significahe improvement in the explanatory power
of the model is small, with theszcreasing from 0.842 to 0.846. The t-statistioglee main
effects of the outputs are reduced, and while theer class variable coefficient for metro
remains insignificant, the regional coefficient hasreased and is positive and statistically
significant.

Table C.2 presents a number of diagnostic testsimglto these models. Misspecification is
still present in the ‘additional variables’ moda$ indicated by the RESET test and the link
test, and while the former tests shows no improveroeer the DAA 2012 specification, the
link test has improved, although the test statisfic2.29 still exceeds the critical value of
1.96 in absolute terms. The inclusion of additioraiables does not significantly change the
other diagnostic test results relating to lack afrmmality and homoscedasticity of the
residuals. These findings suggest that while thppears to be some benefit to including the

2 For example, the Workshop paper tested the logc#ss seekers, log # SIOs, log ESA throughput agd |
provider-route throughput as additional variab@emments at the workshops suggested that log # &h@s
log # access seekers to local loop services weikelinto have an important influence on DTCS pigi The
route throughput variable used in Table C.1 is leerraative to provider-route throughput. Both vates are
strongly correlated with each other.
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additional variables in the model, it provides oalgmall overall improvement.
Random effects

One of the issues of model specification is theliifood that there are unobserved effects
because some of the factors that are relevantet@ticing of different services by different
providers on different routes are not availabléhie dataset. It seems reasonable to expect
that route-specific effects are likely to be preséecause facilities established at different
times in different locations may have different heglogies, or their design may be
influenced by the topography, urban developmenmfoastructure in the relevant location or
there may be supply/demand imbalances on particolates. Unobserved effects may be
treated as random variables.

The third model shown in Table C.1 tests an altéreatochastic specification, namely the
random effects model, to take into account the iptesenfluence of unobserved factors that
affect costs differently on different routes. Thendom effects model allows for a cross-
sectional random disturbance across routes, irtiaddo the usual “white noise” error term,
as shown in equation (C.1).

(C.1) Uy =6 U,

wherev is the combined stochastic terimindicates the cross-sectional units (here chosen t
be routes)t indicates the observations within each cross-@eatiunit;c is a random term
which varies only between cross-sectional unitsrapdesents the unobserved effect; aisl

a white noise random term which is independert dhe random effects model decomposes
the disturbance into these two components, theesynating a cross-sectional random
effect, which is an estimate of the unobservedceffe

The estimation results when the random effectshststec specification is introduced are
shown in the third model in Table C.1, and thetezladiagnostic tests are in table C.2. The
values of the coefficients are altered when randéfects are included, but in almost all cases
the coefficients take the same sign. The only etk@eps one of the interaction terms
between QOS and route class.

The key findings are:

 The Breusch-Pagan Lagrangian multiplier test supptie relevance of random
effects?®

 The RESET test and the link test for misspecifaratboth improved over the other
models. The link test statistic of 1.67 is lesstkiae critical value for accepting the
null hypothesis that the model is correctly spedfi However, the RESET test
continues to reject the hypothesis that the madebirectly specified.

2 In Annex D, the Hausman test for random v fixefee® confirms the validity of the random effects
specification for the 2014 data.
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Although the results of some diagnostic tests hmen discussed, where they differ between
models, many of the diagnostic results are commailtof the models shown in Table C.1,
and they are briefly reviewed in this section. Diasfic tests of the residuals and model
specifications are presented in Table C.2.

Table C.2: Statistical tests, DAA 2012 model & variants (2011  data)

DAA 2012 model Additional variables Random effects

Stat. P-value* Stat. P-value* Stat. P-value*

Normality of residuals

Doornik-HansefY 3176.9 0.0000 3383.0 0.0000 4173.4 0.0000

IQR (% severe outlier§)" 0.58% 0.63% 1.05%
Influential observations

Outlierd" 1.54% 1.56% 1.519%

High leverag®" 5.25% 5.79% 5.79%

Influential observatior¥' 3.39% 3.32% 2.83%

Homoscedasticity
Breusch-Pagan/Cook-Weisb&tg 616.7 0.0000 620.8 0.0000 634.4  0.0000

Multicollinearity

# VIF scores > 10 5/17 9/23 9/23
Misspecification

RESET" 27.52 0.0000 30.79 0.0000 15.53 0.0000

Link test® 5.49 0.000 2.28 0.023 1.6 0.090
Joint parameter tests

Higher-order output terrffd 13.02 0.0000 56.42 0.0000

Additional variabled 23.47 0.0000 46.87 0.0000
Random Effects

Breusch-Pagan LM té&} 357.4 0.0000

Note: * Null hypothesis is rejected, as a stangaotedure, in these tests, if P-value is less th@s. Equivalently, the
reported statistic exceeds the critical value thatt statistic; T Percentagerof 4095 observations; (1) ét2k) wherek = 18
for 1% model, andk = 24 for 2 and 3" models. (2) Severe outliers represent about 03306@a normal distribution; (3)
Studentized residual > 3; (4) Hat valuek# (5) Cook’s D > 5 average Cook’s D; (6) ciil); (7) Via powers of the
dependent variable, F(8;k-3); (8) Absolute value dfstatistic on hat (9) F¢,n—+k-r), wherer = number of parameters
tested, here = 3. (10) chib&i(1); a Approximate, based on OLS regressiomof-(ii;) on the predictors.

Tests that primarily relate to the residuals inetud

* whether the residuals are normally distributednfparily needed only for hypothesis
tests to be valid and also less relevant where pmtia tests can be used for large
samples);

» the ‘influence’ of individual observations, includj outliers and observations that
exert undue influence on the coefficients; and

» homoscedasticity (or constancy of variance) ofrésgduals.
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Tests that relate to the specification of the regjin model include:

» identification of high multicollinearity between gdictors (which may inflate the
estimated variances, affecting the sign and mageiaf the coefficients);

» tests of misspecification in terms of linearity tbe functional relationship between
the predictors and the dependent variable, théiHiked of omitted variables and the
appropriateness of the dependent variable spetiiica

The tests shown in Table C.2, which relate to tbees shown in Table C.1, indicate:

Normality of ResidualsThe formal statistical tests clearly reject thdl hypothesis of
normality of the residuaf® The distributions of the residuals have fattelstétian the
normal distribution. Normality of the distributiarf residuals is not essential for unbiased
estimates, but is necessary for valid hypothessng in small samples. However the
sample size is considered to be sufficiently lahgg non-normality of the residuals is not
likely to be an issue of concern.

HomoscedasticityAn important assumption of ordinary least squa@sS) regression is
the homogeneity of variance of the residuals. # thariance of the residuals is non-
constant then conventionally measured standardseofathe coefficients may be biased,
although White’s robust standard errors can be .u¥bd statistical tests suggest that
heteroscedasticity is likely to be present in traslei®!

Observations with Undue Influenc&: model may lack robustness if there are a small
number of overly influential data points, which n@ast doubt on inferences based on the
model, or out-of-sample predictions. Th#luence of an observation is the combined
effect of being an outlier (where the residual térom the regression is large in absolute
value) and having high leverage (where a predietkes an extreme value relative to its
mean). Using standard tests, approximately 60 whtens (1.5 per cent of the sample)
were identified as outliers and about 20 of theseavgevere outlier8.One measure of a
data point’'s overall influence is Cook’s D (whicheasures the effect of deleting that
observation from the model). With the first two netglshown in Table C.1, 3.3 per cent
of the observations are found to be highly inflieghtand with the third model (random
effects) 2.8 per cent were highly influentfalThese tests suggest that many observations

30 Doornik-Hansen omnibus test and IQR test.

31 Breusch-Pagan/Cook-Weisberg test.

32 A method for identifying outliers is to examinestbtudentized residuals. We describe as an ‘cudlielata
point with a studentized residual greater than 8ksolute value since only about 0.26 per cenbegprations
drawn from a normal distribution would exceed thaue. The IQR test identifies severe outliers dase their
distance from the mean measured in multiples ofirter-quartile range. Only 0.0002 per cent of tieemal
distribution would be severe outliers.

33 A commonly recommended threshold for an infludrdi@a point using the Cook’s D statistic ism# K),

which is about 0.001 in this sample, although taigds to generate too many points of influence {gB60 in
this case, or 6.3 per cent of the sample). Othaygesst that a threshold of 1 be used, and the ohaesiduals
presented by DAA (2012, p.11) suggests they ugbdeshold of 0.5. These thresholds may be moraldeito
small samples. We have used a threshold value ok'€® equal to: 5% mean(Cook’s D).
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have a high degree of influence. Plots of leveragequared (normalised) residuals
confirmed this. Three of the smaller providers duated the observations with a high
degree of influence.

* Multicollinearity: Multicollinearity can become a problem if therecl®se correlation
between predictors, such that a substantial patthefvariation of one of the predictors
could be explained by a linear function of the otpeedictors. When there is a high
degree of mulitcollinearity, the coefficient estitms may be poorly identified with large
variance and some coefficient estimates may betsenso small changes in the data.
Multicollinearity is a sampling problem, in the senthat a larger and richer dataset may
enable the poorly identified effects to be bettmiified. One method of detecting high
multicollinearity is to calculate variance inflaticfactors (VIFs) for each explanatory
variable. This measures the degree to which thiarvee of a variable has been inflated
because that variable is not orthogonal to otheabkes. If the VIF value for a variable is
greater than 10, this suggests that the variabtdose to being a linear combination of
other explanatory variables. In the DAA 2012 mo8ebut of 17 variables had VIFs > 10,
whereas in the other two models shown, 9 out ot&&bles had VIFs > 10. The latter
models introduced higher-order terms relating te @utputs, which may explain this
difference in the degree of multicollinearity. Adilgh strong multicollinearity can affect
the interpretation of the coefficients and evenagnteversal of expected sign,
multicollinearity is not likely to be a major pravh for forecasting if the pattern of
multicollinearity in the explanatory variables doest change materially between the data
used for estimation and forecast purposes.

» Misspecification:Misspecification of a model might be due to adogptam inappropriate
functional form (such as assuming a linear relatigm between variables that are actually
related nonlinearly) or due to omitted variables, dxample. Misspecification can result
in biased and inefficient estimates. Formal speaifon tests shown in table C.2 reject the
null hypothesis of no misspecification in the DAR12 model and in the model with
additional variabled? With the random effects model, the two tests aéspécification
have conflicting results and only one of them sstgehere is misspecification. One
possible misspecification of a model is in the agstion that the dependent variable is a
linear function of the predictor variables includedthe model when in fact there is a
nonlinear relationship. One approach to detecting-limearity, in models where the
variables enter linearly, is to use augmented gdartisidual plots to visually identify any
nonlinearity in the data. These plots suggestetitithe DAA 2012 model, linearity may
breakdown at the lower and upper values of morthlrges.

C.3 Estimating the DAA specification with 2014 data

Table C.3 presents the results for the same tlo@eoenetric models as shown in Table C.1,
but estimated using the 2014 data. In the 2014sdftéhe interface variable has three types
rather than two, giving rise to an additional iradar variable for the third category of
interface type. In other respects the model spetifins are the same as in Table C.1.

34 Link test for specification of dependent variaatel RESET test for omitted variables and functidomh.
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DAA specification

Some of the key points to note about the re-esiimaif the DAA 2012 specification with
the 2014 data are:

« The goodness-of-fit is much lower. When appliedhe 2014 data, the?Rs 0.643,
compared to 0.842 when the same specification whs@&ed using the 2011 data.
The RMSE is 0.56 and the MAE is 0.40, compared.4@ @nd 0.31 respectively in
the corresponding model shown Table C.1.

» There are considerably smaller coefficients onctiqgacity and distance variables (but
they are still highly statistically significant).h€se two coefficients sum to 0.44,
compared to 0.82 when estimated using the 2011 data

» There is a change in sign for the protection végiatvhich is inconsistent with the
expectation that providing protection involves saadéitional cost, which may justify
a higher price but certainly not a lower price. Oneerpretation might be that
protection tends to be available on routes whepait be more easily provided, but
the change from the 2011 data would be difficultetglain, and furthermore, the
protection coefficient has a positive sign on bottthe other two models shown in
Table C.3.

» There is a change in sign for the QOS indicatoraides, which is more consistent
with expectations, because their coefficients agative and the absolute values of
the coefficients on QOS 3 and 4 are greater thaQfoS 2 and QOS 1 (which by
implication is zero). However, these main effecémrot be accurately interpreted
without taking into account the 9 interaction terriibere are some changes in the
signs and magnitudes among the interaction ternveslea quality and route class and
between quality and capacity.

The diagnostic statistics are shown in Table Che $ame general observations relating to
non-normality and heteroscedasticity of the redalaad the significant presence of outliers
and observations with a high degree of influengayafo these models when estimated with
the 2014 data. Three differences are notable #@tiosl to the DAA 2012 specification:

» Severe outliers are more frequent in the 2014 daiathe DAA 2012 specification,
severe outlier residuals represent 0.75 per cethheosample, compared to 0.58 per
cent when estimated with 2011 data.

» There is a higher degree of multicollinearity betwehe regressors, with 8 out of the
18 coefficients in the DAA 2012 specification hayiWIF scores are greater than 10
(compared to 5 out of 17 previously).

* The two test statistics for misspecification shawnTable C.4, namely the RESET
test and the link test, continue to strongly rejéet null hypothesis that the model is
correctly specified and have deteriorated for tAéA[2012 specification.
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Table C.3: Estimation results, DAA 2012 model & variants (2014 data)*
DAA 2012 model  Additional variables Random effects

Predictor coefficient t-stat. coefficient t-stat. coefficient _t-stat.
constant 5.7855 60.88 4.1792 37.63 4.4919 33.05
log capacity 0.3312 39.12 0.5430 39.00 0.5108 37.84
log distance 0.1098 15.88 0.0272 2.37 0.0782 3.21
protection -0.0725 -4.39 0.0419 2.46 0.0476 2.99
Route class:
Metro -0.1762 -2.01 0.1211 1.31 0.0847 0.80
Regional -0.0499 -0.55 0.2630 2.85 0.1857 1.85
QOs:
2
3
4
Route class # QOS:
Metro#2
Metro#3
Metro#4
Regional#2
Regional#3
Regional#4
QOS # log capacity:
2
3
4
0.5(log capacity) -0.0450 -13.85 -0.0383  -12.50
0.5(log distance) 0.0364 9.00 0.0255 3.77
log capacity*log distance -0.0084 -5.20 -0.0061 -3.78
log route t'put -0.0326 -8.96 -0.0208 -3.70
log avg. ESA t'put 0.0512 9.18 0.0235 2.83
interface-EoSDH 0.6502 21.00 0.5021 17.07
interface-SDH 0.7268 24.36 0.6486 23.10
Share of variance due to ui 0.3536
Goodness-of-Fit
R-sq 0.6434 0.6886 0.6776
BIC 11446.1 10589.4 n.a.
RMSE 0.5571 0.5206 0.5363
MAE 0.3970 0.3719 0.3782

Notes: * Dependent variable is log monthly charge; T Square of correlation between log annual charge and fitted log annual
charge, where the fitted value does not include the random effie¢t Based on;u+ €.

Including Additional Explanatory Variables for 2014 Data

The two alternative specifications shown in Table C.3 have considerably better fit than the
DAA 2012 specification, whereas previously with the 2011 data, they provided only a
marginal improvement in goodness-of-fit. Fof fRe ‘Additional variables’ model is 0.689,

and for the ‘Random effects’ model is 0.678, which compare favourably to’tbé (R643
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for the DAA 2012 specification.

The higher-order output terms and the additionalatdes are statistically significant, and
more strongly so than for the corresponding model$able C.1. The coefficients on the
main effects on log capacity and log distance san®.67 and 0.58 for the ‘Additional

variables’ and ‘Random effects’ models respectivahich is greater than the sum of the
effects on these variables in the DAA 2012 speaiifim (0.44).

The route-class variables are positive in thesarative models, and the coefficient on the
regional route type is greater than for the Metnate type. These implies an ordering of cost
between Inter-capital, Metro and Regional routeesyfrom lower to higher, which is more
meaningful than the coefficients in the DAA 2012gification. However, this interpretation
is again complicated by the interaction terms.

Table C.4: Statistical tests, DAA 2012 model & variants (2014  data)
DAA 2012 model Additional variables Random effects

Stat. P-value* Stat. P-value* Stat. P-value*

Normality of residuals

Doornik-HansefY 2903.1 0.0000 1798.4 0.0000 2439.1 0.0000

IQR (% severe outlier§)" 0.75% 0.74% 1.11%
Influential observations

Outlierd" 1.57% 1.85% 1.63%

High leverag®" 6.43% 3.74% 4.429%

Influential observatior¥' 3.89% 3.52% 3.90%

Homoscedasticity
Breusch-Pagan/Cook-Weisb&tg ~ 2170.7 0.0000 1666.4 0.0000 1593.2  0.0000
Multicollinearity

# VIF scores > 10 8/17 12/24 12/24
Misspecification

RESET" 37.56 0.0000 13.38 0.0000 12.8¢ 0.0000

Link test® 8.60 0.000 1.14 0256 1.84 0.066
Joint parameter tests

Higher-order output terrffd 120.39 0.0000 229.09 0.0000

Additional variabled 187.29 0.0000 551.01 0.0000
Random Effects

Breusch-Pagan LM té&} 1326.4 0.0000

Note: * Null hypothesis is rejected, as a stangaotedure, in these tests, if P-value is less th@s. Equivalently, the
reported statistic exceeds the critical value thatt statistic; T Percentagerof 4095 observations; (1) ét2k) wherek = 19
for 1% model, andk = 25 for 2 and 3" models. (2) Severe outliers represent about 03306@a normal distribution; (3)
Studentized residual > 3; (4) Hat valuek# (5) Cook’s D > 5 average Cook’s D; (6) ciil); (7) Via powers of the
dependent variable, F(8;k-3); (8) Absolute value dfstatistic on hat (9) F¢,n—+k-r), wherer = number of parameters
tested, here = 3. (10) chib&i(1); a Approximate, based on OLS regressiomof-(ii;) on the predictors.

The diagnostic statistics in Table C.4 show that dlbservations relating to non-normally
distributed and heteroscedastic residuals, andetla¢gively large number of influential data
points, apply equally to the alternative modelse Tilgh degree of multicollinearity remains a

76



Y ECONOMIC
DTCS Benchmarking Model i INSIGHTS ™

particular concern. But these two models do perfoetveen in terms of the misspecification
tests. Although the RESET test continues to rejleethypothesis of a correctly specified
model, and suggests there are important omitteidhas, the link test is satisfied for both of
these models, which suggests that the specificagi@ considerable improvement over the

DAA 2012 specification with the 2014 dataset.
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ANNEX D: ECONOMETRIC SPECIFICATION SEARCH

The purpose of this appendix is to document thenrstéps in the process of developing a
preferred model. Most of the process is documeimtetetail in the workshop paper and the

draft report (Economic Insights 2015a; b), whicha® the models estimated at each step of
the process. It is not necessary or desirablepimdeice that amount of detail here.

Estimation methods

The general-to-specific methodology and other aspeicthe methodology are explained in
chapter 5.

First stage results

The first round of the analysis was to estimategieeral model described in equation (5.3).
In keeping with the general-to-specific modellipgpeoach, the models estimated in the first
round include all of the feasible conditioning \adnlies from the dataset provided by the
ACCC, and including the higher-order and inte@usiimplied by equation (5.3).

Six models are initially tested to resolve the éssi the appropriate estimation methods.
These are:

(1) Ordinary least squares (OLS)

(2)  Quantile regression

(3) Robust regression

(4) Fixed effects model (with route-specific effects)

(5) Random effects model (with route-specific effects)

(6) Quantile regression (with data transformed for caneffects estimation).

Because extreme values are potentially a problenthén OLS model, two alternative
estimation methods have been used, namely quamgesssion and robust regression.
Quantile regression at the median is one methaab@dining a central representative plane
through the data, but is based on least absolut@tdm (rather than minimum squared
deviation) and is therefore less affected by exéreralues. Robust regression is method of
regression which assigns different weights to olze@ns, with less weight to outliers.

The results of estimating the general model udiegé six estimation methods are shown in
table D.1. Issues relating to the statistical digance of variables are dealt with in the
second stage, which focuses on simplifying the gdrmaodel. The initial stage is focussed
on the overall performance of the different estioramethods.

With regard to comparing the OLS, quantile and stlvagression models (ie, the first three
shown in table D.1) the main finding is that thé df the robust regression model is
significantly worse than the other two. The RMSEh# OLS model will always be smaller
within samplethan for either quantile or robust regression meéshbecause the OLS
technique is to minimise the RMSE. Conversely, esinthe quantile regression model
minimises MAE within sample it will perform better on this measure than OlThese
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conditions need not hold out-of-sample.
Table D.1 shows that:

* The RMSE of the OLS model within sample is 0.47&8ijch is only slightly lower
than 0.4902 for the quantile regression, but carsioly lower than the RMSE of
0.5298 for the robust regression model. Similaithg, RMSE of the OLS model out-
of-sample (using the validation sample) is 0.47@%pared to 0.4945 for the quantile
regression model and 0.5276 for the robust regresaidel.

* For the OLS model within sample the MAE is 0.33&Bich is slightly higher than
the quantile regression’s MAE of 0.3221. The witlsiample MAE for the robust
regression of 0.3285 is higher than for quantigession, but less than OLS. Out-of-
sample, the MAE of the quantile regression modél. &40, compared to 0.3379 for
OLS and 0.3419 for robust regression. So the oshaiple MAE of the robust
regression model is higher than for the other tvedhrods.

These comparisons of goodness-of-fit measures atalithat in this context, the quantile
regression method is preferred to the robust regresmethod as a means of limiting the
influence of severe outliers. The robust regressi@thod was not used in further analysis.
Although the OLS method has slightly better fittémms of the RMSE and®Rthe quantile
regression outperforms it in terms of the MAE. Tedhéso estimation methods were retained
in the second stage of the analysis.

Fixed or random effects?

This section discusses tests relevant to the faxebrandom variable models in relation to the
nature of unobserved route-specific effects whidluence the cost of supply. These models
allow for such effects in different ways. Table Dsthows the fixed effects model using
centred data. A number of variables are omittedhia fixed effects estimation due to
multicollinearity. The distance variables are imgigant in this model, as the fixed effects
effectively capture the effects of distance. Tleigson alone should be sufficient to reject this
model. Table D.1 also shows the random effects inegiag centred data.

Table D.2 shows test statistics relating to thete@pecific effects in these models. The
hypothesis that all of the fixed effects)(are equal to zero can be tested using an Fiest.
this case F(1508, 4540) = 2.64. This exceeds thicatr F value at a 0.01 level of

significance of about 1.1, which indicates an ueobsd route-specific effect may be present.

We can test the hypothesis that the route-speeiffects are adequately modelled as random
effects using the Hausman test (see Table D.2% iBha test of random effects versus fixed
effects. This effectively tests whether the unobseéroute specific effect is correlated with
the other variables in the model, which would m#sat all coefficients in the model would
be subject to bias. Because in the fixed effectdeahmany of the variables are dropped, the
number of coefficients being tested differs betwela two models, raising a potential
problem in applying the test. Nevertheless, Stataiges the following test statistic: ét®)

= 0.10, and Prob > c¢h& 0.9519. This indicates that the hypothesis oficam effects is not
rejected, and with a high level of confidence.

The hypothesis that all of the random effectsdte equal to zero is tested using the Breusch-
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Pagan LM test for random effects. In this casetésé statistic is chib&fl) = 818.26, and
Prob > chibar= 0.0000. This indicates that the hypothesis ofarmlom effects is strongly
rejected. These tests support the use of the ramdi@ots model in preference to either the
fixed effects model or OLS.

Quantile regression with random effects

Table D.1 also shows an estimation of the quargiggession method using data transformed
for random effects estimation). This is carried with the aid of the Stata toatdatg which
produces a transformed dataset of the regressioables suitable for random-effects or
fixed-effects estimation. This is designed to amkdfication search. Once the data are
transformed, a model can be estimated using otfa¢a Sommands such esgress(for OLS)

or greg (for quantile regression). To construct the randeffiects transformed data, it is
necessary to specify the ratio of the standard®wobthe two stochastic components, that is
O'U/UE, and this was obtained from the fifth model showtable D.1. The transformation of

the data creates a new variable ‘constant’ whicto ibe included as a regressor, while the
intercept must be supressed. However, the quamgeession procedure in Stata does not
allow the intercept to be suppressed. As a rebaltetis a “constant adjustment” shown in

Table 5.3, which should represent the differendsvéen the sample mean and the sample
median.

Since the random effects quantile regression maedehot be implemented properly at
present in Stata, it is not a preferred model is #imalysis. (For detail on the random effects
quantile regression model see: Arellano & Bonho®&3.

In its submission to the draft report, one stakedoindicated that a procedure for estimating
a robust regression model with random effects lable in the open source program R.
However, the results they reported seemed to shewy little difference between the
performance of the random effects (RE) and Roblsni®dels based on RMSE and MAE.
The RE model did slightly better on RMSE: 0.504 (REdel) compared to 0.507 (Robust
RE). On the other hand, Robust RE did slightlydyetih MAE: 0.352 (RE model) and 0.348
(Robust RE). These results do not provide strongrpis for using the more complex Robust
RE method.
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Table D.1: Fixed & random effects models (2014 data)

1. OLS 2. Quantile 3. Robust Reg 4. Fixed effects 5. Random effects 6. Quantile with RE
(median)

Predictor Coeff. t-stat. Coeff. t-stat. Coeff. atst Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
Constant -0.0002 -0.04 -0.0016 -0.28  0.0058 1.32 0371 0.04 0.0034 0.24 0.0446 0.53
(constant adjustmeﬂt) -0.0270 -0.82
log capacity 25184 24.76 2.4971 2545 2.3353 31.602.4302 20.23 2.3438 23.48 2.4949 27.10
log distance 0.2741 2.33 0.5214 460 0.8470 9.934.2828 -0.05 0.6172 4.31 0.6409 4,76
0.5(log capacity) -0.0549 -2.86 0.0063 0.34 0.0343 2.46 -0.0355 61.7 -0.0398 -2.19 -0.0058 -0.34
0.5(log distancé) -0.0175 -0.95 0.0514 2.89 0.0378 2.82 16.4144 0.05 -0.0405 -1.08 0.0310 0.86
(log capacity)(log distance) -0.0263 -3.28 -0.0466 -6.02 -0.0661 -11.34 -0.0171 -2.00 -0.0258 -3.32 .0386 -5.39
(1/6)(log capacity) 0.0111 2.48 -0.0061 -1.42 -0.0160 -4.93 0.0052 71.0 0.0063 1.48 -0.0023 -0.58
(1/6)(log distanceé) 0.0187 3.02 -0.0066 -1.10 -0.0057 -1.27 omitted 0.0176 1.69 -0.0065 -0.65
0.5(log capacity)log distance) 0.0005 0.32 0.0066 475 0.0117 11.210.0004 0.25 -0.0005 -0.33 0.0029 2.25
0.5(log capacity)(log distance) 0.0044 2.35 0.0020 1.11 0.0011 0.85 -0.0001 -0.04 0.0039 2.06 0.0023 131
log # DTCS providers -0.0058 -0.13 0.0320 0.77 9804 158 omitted -0.0312 -0.45 -0.0181 -0.28
log route t'put -0.0037 -0.30 0.0005 0.04 0.0009 100. omitted . 0.0093 0.57 0.0224 1.45
log provider route t'put 0.0005 0.04 0.0048 0.48 .00@0 -1.20 -0.0242 -2.35 -0.0156 -1.56 -0.0114 241,
log ESA t'put 0.0870 8.48 0.0563 5.68 0.0701 9.39 mitied 0.0879 6.18 0.0658 4.93
log # DTCS services -0.0050 -0.25 0.0066 0.34 @00 -0.06 omitted . 0.0219 0.70 0.0248 0.62
contract start date 0.0001 9.62 0.0001 9.12 0.000112.02 0.0001 8.41 0.0001 8.72 0.0001 9.10
contract term 0.0075 8.27 0.0116 13.34 0.0115 17.570.0041 4.29 0.0060 6.85 0.0087 10.74
Protection -0.0967 -2.48 -0.0602 -1.60 -0.1487 55.2 -0.1800 -4.64 -0.1177 -3.23 -0.0234 -0.70
(log DTCS providers)(log capacity) 0.0034 0.31 108 -1.09 -0.0308 -3.86 0.0503 3.50 0.0195 1.62 01IB -1.12
(log DTCS providers)(log distance) 0.0211 1.74 60 055 0.0190 2.16 omitted . 0.0104 0.59 0.0207 24 1.
(log route t'put)(log capacity) -0.0053 -1.47 -380 -1.03 -0.0052 -1.98 -0.0159 -3.63 -0.0077 -2.10-0.0020 -0.60
(log route t'put)(log distance) 0.0013 0.47 -0.0034 -1.27 -0.0054 -2.72 omitted . -0.0031 -0.89 -0m12  -3.77
(log provider-route t'put)(log capacity) -0.0055 .49 -0.0020 -0.55 -0.0021 -0.77 0.0027 0.75 -0.0010-0.30 -0.0011 -0.36
(log provider-route t'put)(log distance) 0.0008 ®.2 0.0003 0.12 0.0061 3.07 0.0027 1.03 0.0015 0.59 .0030 1.32
(log ESA t'put)(log capacity) -0.0196 -5.2 -0.0196 -5.38 -0.0214 -7.78 -0.0202 -3.34 -0.0188 -4.57 0203 -5.61
(log ESA t'put)(log distance) -0.0132 -3.33 -0.0067 -1.76 -0.0102 -3.53 omitted -0.0175 -3.68 -0L08 -1.98
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1.0LS 2. Quantile 3. Robust Reg 4. Fixed effects 5. Random effects 6. Quantile with RE
(median)
Predictor Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
(log DTCS services)(log capacity) 0.0174 3.34 0.0122 2.42 0.0166 4.38 0.0059 0.90 0.0061 1.09 0.0110 2.11
(log DTCS services)(log distance) -0.0355 -5.66 -0.0167 -2.75 -0.0127 -2.78 omitted . -0.0225 -2.38 -0.0137 -1.50
(contract start date)(log capacity) -0.0001  -20.29 -0.0001 -21.04 -0.0001 -26.78 -0.0001  -16.99 -0.0001 -18.74 -0.0001 -21.88
(contract start date)(log distance) 0.0000 -2.7 0.0000 -3.27  0.0000 -5.28 0.0000 -2.60 0.0000 -3.33 0.0000 -2.05

(contract term)(log capacity)
(contract term)(log distance)
(protection)(log capacity)
(protection)(log distance)
route class 2 (Metro)

route class 3 (Regional)

(route class 2)(log capacity)
(route class 2)(log distance)
(route class 3)(log capacity)
(route class 3)(log distance)
QOs 2

QO0Ss 3

QO0s 4

(QOS 2)(log capacity)

(QOS 3)(log capacity)

(QOS 4)(log capacity)

(QOS 2)(log distance)

(QOS 3)(log distance)

(QOS 4)(log distance)
interface-type 2 (EoSDH)
interface-type 3 (SDH)
(interface-type 2)(log capacity)
(interface-type 3)(log capacity)
(interface-type 2)(log distance)

-0.0020 -10.6 -0.0037  -19.91 -0.0041 -29.51 -0.0019 -8.64 -0.0017 -9.19 -0.0031 -17.57

0.0004 1.83 0.0007 3.13 -0.0001 -0.72 0.0011 4.39 0.0006 2.59 0.0011 5.32
0.0220 2.49 0.0199 2.33 0.0390 6.08 0.0503 5.54 0.0357 4.27 0.0157 2.04
0.0260 3.63 0.0342 494 0.0229 4.41 0.0377 4.42 0.0173 2.45 0.0248 3.83
-0.7334 -1.68 0.9130 217  1.5993 5.04 omitted . 0.3765 0.63 1.8377 3.28
-0.4422 -1.07 1.1955 3.01 1.7963 6.00 omitted . 0.5480 1.00 2.0348 3.93
-0.0679 -2.75 -0.0973 -4.08 -0.0906 -5.04 -0.1315 -3.89 -0.0975 -3.75 -0.1336 -5.55
0.0161 0.80 -0.0224 -1.15 -0.0667 -4.55 -0.0671 -2.19 -0.0333 -1.56 -0.0593 -3.00
0.2310 2.92 -0.0301 -0.40 -0.1864 -3.25 omitted . 0.0231 0.21 -0.1784 -1.76

0.0921 1.41 -0.1575 -2.50 -0.2265 -4.77 omitted -0.0212 -0.25 -0.2626 -3.23

0.3524 5.37 0.3309 523 0.3343 7.01 0.1531 2.37 0.2356 3.81 0.3318 5.82
0.4719 7.37 0.5348 8.66 0.4112 8.84 0.2924 4.71 0.3876 6.48 0.5425 9.84
0.0222 1.71 0.0258 2.06 0.0702 7.44 0.0204 1.46 0.0323 2.55 0.0207 1.78
-0.0210 -1.67 -0.0014 -0.11  0.0981 10.69 0.0146 1.13 0.0011 0.10 -0.0049 -0.44
0.0524 3.94 0.0274 2.14 -0.0219 -2.27 0.0567 3.76 0.0513 3.97 0.0239 2.02
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1.0LS 2. Quantile 3. Robust Reg 4. Fixed effects 5. Random effects 6. Quantile with RE
(median)
Predictor Coeff. t-stat. Coeff. t-stat. Coeff. atst Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
(interface-type 3)(log distance) 0.0477 3.95 0.0135 1.16 -0.0447 -5.09 0.0425 3.03 0.0380 3.21 0.0020 0.18
o(u) 0.2605
ae) 0.4067
Goodness-of-fit
R 0.7427 0.7236 0.6808 0.7427 0.0980 0.7359 6.694
BIC 8633.8 . . 8633.8 4901.7 i .
RMSE (in samplé) 0.4726 0.4902 0.5298 0.4726 0.3511 0.3885# 78).4 0.4204
RMSE (validationf 0.4789 0.4945 0.5276 0.4789 (0.491) 0.4234
MAE (in sample)** 0.3323 0.3221 0.3285 0.3323 22 0.2682# (0.335) 0.2809
MAE (validation)** 0.3379 0.3340 0.3419 0.3379 (0.344) 0.2919

Source: Economic Insights estimation results.
Notes: * Squared correlation between fitted andaaependent var. (where fitted value does ndtidecy) over all data, both within sample and out-of-skeng Based on e only (RMSE
& MAE based on e +jishown in brackets). ** Mean absolute error. T wita random effects transformed data, a varialoestant’ is created, and this is used as a regresdothe
constant suppressed. However, excluding the canistaot an option with quantile regression in 8tdthe ‘constant adjustment’ is the resulting icégt, which should represent the
difference between the sample mean and the sangdam
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Table D.2: Tests statistics, fixed & random effects

FE model RE model
Stat. P-value* Stat. P-value*
F-test (significance of fixed effects) [F(1508.4540)] 2.64 0.0000
Hausman test (random v fixed effects) [chi’(2)] 0.10 0.9519
Breusch-Pagan (significance of random effects) (chibar’(1) 818.26 0.0000

Source: Economic Insights analysis.

Summary conclusion

The first stage of the analysis narrowed down the preferred estimation methods to quantile
(median) regression and the random effects model, while OLS was also retained in case a
simpler model was preferred.

Second stage: Simplifying the model

The previous two sections considered the estimation methods in the context of a general
model which included all candidate variables and their transformations and interactions
within the third-order translog specification. The second stage involved removing
unnecessary variables to obtain a more parsimonious model. This section summarises the
process of identifying the variables to remove from the model. The methodology is described
by the iterative procedure shown in Figure D.1.

Figure D.1:  Iterative procedure for model simplification

More general model

/
—

Iteration

Simplified model

Source: Economic Insights analysis.
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Figure D.1 shows three considerations in the sfinption process:

» Firstly, joint hypothesis tests are calculated @&mach conditioning variable and the
interaction terms associated with that variablel, fan the third-order terms involving only
outputs. These joint parameter tests are Wald td@stise null hypothesis that the ‘true’
value of each parameter is zero. If the p-valueseds the chosen level of significance,
then the null hypothesis cannot be rejected. latiat to the conditioning variables, we
adopted a significance level of 0.01 for thesestdahd higher significance levels for
interaction terms involving only the outputs).

» The second method is to use a general-to-spe@&TS) model selection algorithm. We
used thegenspeauser-written routine for Stata (Clarke 2014). Tisigpplied to both the
centred data and the data transformed for randdectefestimation (usingtdatg. The
GETS procedure drops the variables that contribedst to the model to derive a more
parsimonious model. The GETS process was undertikémo steps. For the first step
started the starting point was the general modwa/s in Table D.1 (for the OLS and RE
models only). In the first step a limiting t-staéitsof 1.96 was used. The second step
commenced from a more parsimonious model and ugdedher level of significance as
the criterion for excluding variables. The reasémsundertaking the GETS analysis in
two steps are as follows:

o0 This procedure is indifferent to whether an intémac term or a main effect is
excluded, but we give interaction terms associatgd a variable higher priority for
exclusion than the main effect for that variabldisTis the purpose of the joint
parameter tests. The main effect is excluded ofjlyafter the exclusion of the
interaction terms, it remains insignificant. Simlya rather than retaining a mix of
selected ¥, 2 and %-order output effects, our preference is to retam £' order
output effects and give priority to th&%drder effects over thé%order output effects.
If the 3%order output effects are insignificant, they aiefly excluded.

0 The outcome of the GETS procedure can be sendiivibe initial set of included
variables, and since the order in which we excludeables from the model differs
from the order used in the GETS procedure (forrdasons given) it is desirable to
undertake this process in two steps, since otliterierare also being considered.

» As indicated in Figure D.1, some regard is also teathe meaningfulness of coefficient
signs in terms of their economic interpretatiorgluding in regard to interaction terms.
These considerations were used mainly in the Stade of the analysis to achieve greater
parsimony than the statistical tests alone woulitate.

Applying this process, the following simplificatienvere made:

» The main effects and interaction terms for log #3Tproviders, log # DTCS services
and log provider-route throughput were found toif@gnificant at the chosen level of
significance and all of these terms were removéxkrd was a high degree of correlation
between: (a) log DTCS providers; (b) log route thyloput; (c) log provider-route
throughput; and (d) log DTCS services. Therefdne,removal of some of these variables
altered the statistical significance of those resdi Comparative test were carried out to

85



Y ECONOMIC
DTCS Benchmarking Model i INSIGHTS ™

Ltd

confirm that the appropriate variables were removed. Log route throughput was the only
one of these variables retained.

» The interaction terms for log route throughput were found to be insignificant and were
removed.

» The protection variable and its interaction terms were removed in accordance with the
results of the GETS procedure.

» The GETS procedure suggested that three of the four interaction terms between route class
and the outputs should be dropped, and to aid simplification, all of these interaction terms
were removed.

» After simplifying the model, the main effect on interface type 2 (EoSDH) became
insignificant and the interaction terms for this variable were jointly insignificant, and all of
these terms were excluded from the model. The main effect and interaction terms in
interface type 3 (SDH) remained statistically significant, and were retained.

» The four third-order output terms were found to be jointly insignificant and all of these
effects were removed, so the model reduced to a conventional translog cost function rather
than a third-order translog cost function.

» For the variables contract start date and contract term, the interaction terms with log
distance were not significant and were removed.

The following findings relate to the ACCC'’s quality-of-service categories (QOS), shown in
Table D.1. These categories represent an ordering, so that QOS 3 is designed to represent a
lower quality than QOS 2, and QOS 4 is designed to represent lower quality than QOS 3.
This implies that the coefficients should all be negative and increasing in absolute value.
Hence if the variable is an appropriate proxy for quality the coefficients on QOS2 to Q0S4
should all be negative, because it should cost less to produce a service of lower quality, and
they should be increasing in absolute value. However, the coefficients applying to QOS 2 to
QOS 4 were typically positive rather than negative, as expected. QOS 4 was always strongly
significant, but the coefficients for QOS 2 and QOS 3 were only significantly different from
zero in the quantile (median) model. Also, hypothesis tests showed that the main effects for
QOS 2 and QOS 3 were not significantly different from each other.

Furthermore, the coefficients for the interaction of QOS 2 and QOS 3 with log distance were
not significantly different from each other (although their interaction terms with log capacity
were significantly different). In summary, these tests indicate that there was not much overall
difference between the effects applying to QOS 2 and QOS 3 in the model, and nor was there
much difference between these effects and those implicitly applying to QOS 1 (subsumed in
the intercept or other coefficients in the model). This suggests an approach in which the
providers could be alternatively categorised into the larger providers and the smaller
providers. To this end we defined a new grouping of providers as Tier 1 and Tier 2: with Tier
1 providers being the four with the largest number of contracts in the dataset as a whole

(including regulated and deregulated routes), na{ijj | R B he
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remaining providers were grouped into Tier 2, and in
In the preferred model at the draft report stage, the QOS variables were replaced with the Tier
2 variable and its associated interactions with the output variables.

The models that were presented as preferred models at the draft report stage are shown in
Table D.3. The OLS model is included only for comparison, and the quantile (median) and
random effects models were preferred at that stage of the analysis.

Table D.3: OLS, quantile (median) & random effects models (centred 2015 data)

oLsS Quantile (median) Random Effects
Predictor Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
constant -0.0013 -0.20 0.0098 1.46 0.0013 0.08
log capacity 2.1895 27.00 2.3470 27.82 2.0451 25.10
log distance 0.2574 5.97 0.3903 8.70 0.3059 5.34
0.5(log capacity) -0.0209 -5.31 0.0038 0.93 -0.0232 -6.31
0.5(log distancé) 0.0258 6.58 0.0177 4.32 0.0206 2.99
(log capacity)(log distance) 0.0058 3.13 0.0024 1.25 0.0039 2.16
log route t'put -0.0314 -8.61 -0.0128 -3.37 -0.0267 -4.54
log ESA t'put 0.1102 13.61 0.1159 13.77 0.1070 8.13
contract start date 0.0001 9.98 0.0001 9.22 0.0001 7.84
contract term 0.0111 13.34 0.0100 11.48 0.0092 11.33
(log ESA t'put)(log capacity) -0.0170 -5.46 -0.0216 -6.69 -0.0162 -4.64
(log ESA t'put)(log distance) -0.0217 -6.49 -0.0288 -8.27 -0.0231 -5.07
(contract start date)(log capacity)  -0.0001 -19.66 -0.0001 -20.92 -0.0001 -18.44
(contract term)(log capacity) -0.0024 -18.62 -0.0027 -19.71 -0.0019 -13.83
route class 2 (Metro) 0.1695 3.14 0.1531 2.73 0.1314 1.69
route class 3 (Regional) 0.2950 6.37 0.2331 4.84 0.3495 5.70
Tier 2 -0.9715 -15.22 -0.6825 -10.27 -0.8687 -14.38
(Tier 2)(log capacity) 0.1061 9.06 0.0318 2.61 0.0814 7.40
(Tier 2)(log distance) 0.0500 5.58 0.0500 5.37 0.0468 5.26
interface-type 3 (SDH) 0.2148 6.40 0.1863 5.33 0.2192 6.87
(interface-type 3)(log capacity) .0.0337 -3.90 -0.0371 -4.13 -0.0279 -3.43
(interface-type 3)(log distance)  0.0244 3.18 0.0448 5.62 0.0252 3.30
o(u) . . 0.3334
ole) . . 0.4241
Goodness-of -fit
R 0.7106 0.7018 0.7055
BIC 9055.2
RMSE (in sample) 0.5010 0.5086 0.5051**
RMSE (validation) 0.5104 0.5186 0.5166**
MAE (in sample) 0.3497 0.3443 0.3492**
MAE (validation) 0.3519 0.3497 0.3551**

Source: Economic Insights estimation results.
Notes: * Squared correlation between fitted and actual dependent; ** Based on ue.

included in the dataset.
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Third stage: Further simplification after the draft report

Comments were made on the foregoing models in sdioms to the draft report from the
stakeholders and technical experts. The followinggestions were made in relation to the
modelling method and specification:

» The quantile regression model be dropped in faafuhe RE model. The inclusion of
random effects in the model was supported. Althotigh estimates obtained using the
guantile model were similar to the RE model, onpeegk found the quantile regression
model to be unstable (i.e. requiring a large nundbéterations to converge and with non-
convergence with some sets of predictors) and #tienale of using median is much
weaker than that for using the mean. We acceptrédemmendation, and focus on the
random effects model.

* Use the maximum likelihood random effects (ML-REjtion, rather than conventional
random effects. The final model(s) be estimatedgiencentered data to avoid the need to
calculate the intercept, and that the entire datapte of exempt routes contracts (i.e.
including the validation sample) should be usethenfinal analysis. These approaches are
all adopted.

» Use a stochastic frontier analysis (SFA) modelheatthan a random effects model.
However, the cross-sectional SFA model discussellagpparently tested by the expert
who made this recommendation did not appear to diesistent with the economic
arguments it put forward, which tended to suggést tdue to widespread bundling
practices, some of the providers may retain songredgeof market power. We have
addressed this argument in a different way to pnaposed by the expert, which permits
the well-indicated random route-specific effects e retained in the model, while
introducing provider-specific fixed effects. Thiarcbe interpreted as a frontier model of
the kind developed by Cornwell et al. (1990), i€ tdifferences between ui (the fixed
effect for provider i) and umin (the minimum fixedfect) are treated as distances from a
frontier. Alternatively, the provider-specific effis might be considered to reflect a
number of factors such as quality differences ficeicy, differences in market power, or
data quality (for very small providers). This apgeb is an alternative to the ‘Tier 2’
variable used at the draft report stage.

» Consider whether to drop certain interaction teonsconditioning variables in order to
simplify the model further, including:

0 the interaction terms relating to interface type
o0 the interaction terms between ESA throughput agdcépacity and log distance

o the interaction terms between the outputs and onéract start date and the contract
term, given the interpretation of these effects imayuestionable.

Removing interaction terms

In response to these submissions the interactiomstevere removed in order to simplify the
model. The removal of the interaction terms onrfate type resulted in very little effect on
the goodness-of-fit. Removing the interaction teonseSA throughput had a quite modest
effect, while removing of the interaction termsantract start date and contract term had a
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larger effect. However, given questions raised alblo@ interpretation of the contract term
variable and the quality or interpretation of tregadfor contract start date, we considered it
appropriate to exclude the effects for these véggahlso.

When the conditioning variable interaction termgevemoved, the statistical significance of
the coefficient on contract term became relativedak, with a t-statistic of less than 3. This
variable became a candidate for exclusion.

Removing the conditioning variable interaction terimd a considerable influence on the
coefficient values for the main effects of the au$p log capacity and log distance. The
coefficient on log capacity was reduced to abo&tffom close to 2. A coefficient value less
than 1 may be more reasonable. Further, the camffion log distance was reduced from
around 0.3 down to about 0.07. In chapter 6 wewstiat these smaller coefficients are
consistent with economies of scale, and the impieésures of overall economies of scale
are quantified.

Structural difference in pricing 2Mbps services

One reviewer suggested that there are structuif@reinces between the pricing of 2 Mbps
links and all other DTCS services, because in thgrity of cases, 2 Mbps services actually
bundle together regulated tail-end services anthpké&ransmission services.

We could not directly test whether there is a stnad difference in pricing 2Mbps services
due to tail-end bundling as we do not know whichbpdl services have bundled tail end
services and which do not.

However, we have investigated the proposition alstuictural differences in relation to the
pricing of 2Mbps services by introducing into thedel an indicator variable for contracts
with 2 Mbps capacity together with an interactienm between this indicator variable and
the variable ‘log distance’. We also tested usihg indicator variable 2 Mbps services
without the interaction effect. When both the maiiflect and the interaction term were
included, both effects were statistically signifitdut opposite in sign. When just the main
effect was included, it was insignificant. Thissisown in the first model in Table D.4. These
results suggest that the main effect and the ictieraeffect relating to 2 Mbps services were
highly correlated, partly offsetting each other. \erpret the results as providing no
indication that there are structural differencespnicing 2Mbps services due to tail-end
bundling.

The reviewer has also suggested that 2 Mbps lirkgaced according to a price list at set
price points. However, we were unable to underttdsts of the implications of this
proposition.

Results and preferred models

Table D.4 shows the econometric results using émglam effects model (estimating using
ML-RE), using the full sample of contracts on exémgutes and without centering the data.
In all of the models shown:

» There are no interaction terms between conditiomargables and the outputs, and
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» Firm-specific fixed effects are included instead of the ‘Tier 2’ variable (and associated
interaction terms¥®

The first model shown includes the contract term and the 2 Mbps indicator variable. Both of
these variables are insignificant and the chosen level of significance. The second model
shown excludes these two variables. The third model also excludes the contract start date
variable. Some observations follow.

Provider fixed effects

The provider fixed-effects are almost all signific/jjjjjjjllill s an exception in some of
the models. The joint parameter tests for the provider-specific fixed effects strongly reject the
null hypothesis that the coefficients on these variables are all equal to zero. The base provider
is also at the median of the

distribution of fixed effects. This does not appear to support the claim that market power
effects are important within this sample, unless such effects are subsumed within the ESA
throughput effect (as suggested by one stakeholder) or the interface type effect.

. Since it was

found that outliers were disproportionately represented among the smaller providers, these
results tend to suggest that the most extreme of the provider-specific fixed effects are
capturing part of the influence of outliers and thereby assisting to correct for differences in
data quality. Aside from this type of influence, the provider-specific fixed effects may reflect
differences in efficiency, product differentiation, market power, or possibly other factors.

Trend in prices

In the second model the coefficient on the contract start date is equal to 0.00005. This
coefficient can be loosely interpreted as a daily rate of change in prices in percentage terms,
which is equivalent to approximately 1.8 per cent per year. However, one industry
stakeholder raised concerns about the quality of the data for contract start date. Given the
uncertainty about the reliability of the price trend estimate provided bgdhi&act start

date it may be desirable to exclude this variable, even though we note it is highly significant
in Model 2. Model 3 shows the effect of excluding this variable.

Route and ESA throughput
Some questions were raised by industry stakeholders about the interpretation of the

coefficients orroute throughpundESA throughputWe viewed the negative coefficient on
route throughput as reflecting economies of scale in DTCS infrastructure if providers share

% The numbering system here is not the same as the codes for providers used elsewhere in this report because
the providers on exempt routes are number sequentially from 1 to 9 (removing gaps where data for a provider is
not present in the sample).
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facilities. ESA throughput measures the total pasgu wholesale transmission capacity at
particular ESAs. In regard to the interpretatiortto$ effect, we suggested in the draft report
that the positive coefficient on this variable nisydue to capacity constraints at exchanges
in ESAs with higher density telecommunicationsftcafHowever, we recognise the need to
be cautious when making interpretations of thisdkiparticularly since it is likely that
wholesale transmission throughput is small relatiee the amount of self-supplied
transmission traffic, as one stakeholder pointetd ou

In light of the questions surrounding the interatiein of these two effects, and the way in
which they work in opposite directions, we tested@del in which these two variables were
excluded. The results are shown as Model 4 in TBbde Aside from the exclusion of these
two variables, Model 4 is in other respects theesamModel 3.

The results indicate that the removal of these weudables does little harm to the fit of the
model. Comparing Model 3 and Model 4, th&éiRreduced slightly from 0.6819 to 0.6767,
and the RMSE and MAE are increased slightly frol267 and 0.3711 respectively, to
0.5316 and 0.3767. On the other hand, the BIC (wh&wvards parsimony) is virtually

unchanged, 9355.7 in Model 3 compared to 9355Mddel 4. Reductions in the BIC mean a
better fit and a reduction of 10 or more is consadeto be a significant improvement. This
result suggests there is not a material changehéngobodness-of-fit resulting from the
exclusion of theoute throughpundESA throughputariables.

Diagnostic tests

Table D.5 shows a set of diagnostic tests for iteerhodels presented in Table D.4. The tests
relating to the residuals indicate:

* Normality of ResidualsAgain, the formal statistical tests reject thel fylpothesis of
normally distributed residuafé.The IQR tests shows that the distribution of #siduals
has fatter tails than the normal distribution. Baenple size in this study is considered to
be sufficiently large that this result should netdn issue of concern.

« HomoscedasticityAgain the tests shown that the residuals are hetedastic® In part
this has been addressed by adopting high statighicasholds of significance for the
inclusion of variables in the model.

» Observations with Undue InfluencA:relatively high proportion of observations have a
substantial degree of influence. Among the five aiedshown, this varies between 3.2
per cent and 3.6 per cent.

These outcomes are similar to all of the other risotsted using the 2014 dataset, and may
in part relate to shortcomings in the quality otadan some instances, and may also be
influenced by the lack of availability of some \abies relevant to price formation. These are
matters that cannot be addressed within the scojscstudy.

The tests that relate to model specification inelud

%" Doornik-Hansen test.
%8 Breusch-Pagan/Cook-Weisberg test.
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Multicollinearity: The method used here to detect high multicollingasi the number of
variance inflation factors (VIFs) that exceed 1@eTmodels shown here all have five
variables with VIF scores greater than 10. Thege Variables are the outputs and their
higher order terms. Since the outputs are alwaggipe it is to be expected that they are
correlated with their higher order terms. Thus maoltinearity does not appear to be a
problem in these models.

Misspecification The RESET test of the null hypothesis that thare no omitted
variables continues to be rejected. Almost ceryathlere are relevant variables not
available in the dataset which give rise to thettedivariable problem. The link test of
the null hypothesis that the dependent variableoismisspecified is accepted in most
models, and strongly so in Models 3 and 4. Thislltetends to support those two
specifications ahead of the others.
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Table D.4: Random effects models (2015 data, full sample, ML-RE estimator)

Model 1 (incl. contract
start date, contract

Model 2 (excl.
contract term & 2

Model 3 (excl.
contract start date)

Model 4 (excl. contract
start date, route t'put

term & 2 Mbps) Mbps) & ESA t'put)
Predictor Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. Coeff. t-stat.
constant 5.7186 33.56 5.68261 35.07 4.78394 44.67 4.95344 57.57
log capacity 0.4888 31.84 0.49789 43.07 0.49225 42.52 0.49147 42.51
log distance 0.0968 4.07 0.09831 414 0.09500 3.98 0.11703 497
0.5(log capacity) -0.0346 -10.05 -0.03596  -12.48 -0.03523  -12.19 -0.03503 -12.13
0.5(log distancé) 0.0137 2.10 0.01319 2.03 0.01369 2.09 0.01295 1.97
(log capacity)(log distance) -0.0040 -2.63 -0.00375 -2.47 -0.00366 -2.41 -0.00472 -3.17
log route t'put -0.0185 -3.36 -0.01791 -3.27 -0.01966 -3.57
log ESA t'put 0.0324 4.00 0.03327 411 0.03027 3.72
contract start date -0.0001 -7.35 0.00005 -7.36
contract term 0.0009 2.23 . . . . . .
route class 2 (Metro) 0.1729 2.34 0.17166 2.33 0.17391 2.35 0.22019 2.98
route class 3 (Regional) 0.3208 5.50 0.31876 5.48 0.31498 5.38 0.32620 5.54

Provider #1
Provider #3
Provider #4
Provider #5
Provider #6
Provider #7
Provider #8
Provider #9
interface-type 3 (SDH)
2 Mbps service
o(u)

a(e)

0.2052
-0.0259
0.3175
0.4272

10.46 0.20446

-0.95 .
0.3166
0.4276

10.55 0.24340 13.00
0.3187

0.4291

12.83

0.24014

0.3247
0.4286
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Model 1 (incl. contract
start date, contract

Model 2 (excl.
contract term & 2

Model 3 (excl.

contract start date)

Model 4 (excl. contract
start date, route t'put

term & 2 Mbps) Mbps) & ESA t'put)
Predictor Coeff. t-stat. Coeff. t-stat. Coeff. ditst Coeff. t-stat.
Goodness-of -fit
R 0.6825 0.6837 0.6819 0.6767
BIC 9322.2 9310.6 9355.7 9355.6
RMSE (based on ue) 0.5264 0.5253 0.5267 0.5316
MAE (based on ue) 0.3701 0.3707 0.3711 0.3767
Joint significance tests chisq  p-value chisqg p-value chisq p-value
2" order output terms (df = 3) 134.3 0.0000 198.5 00 189.8 0.0000 196.9 0.0000
Route classes (df = 2) 42.3 0.0000 41.9 0.0000 39(M®0000 36.9 0.0000
Provider fixed effects (df = 8) 1073.7 0.0000 1a72. 0.0000 1086.7 0.0000 1087.5 0.0000

Source: Economic Insights estimation results.

Notes: * Squared correlation between fitted andaalependent.
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Table D.5: Statistical tests, Random effects models (2015 data )

Model 1 (incl. Model 2 (excl. Model 3 (excl. Model 4 (excl. contract
contract start date, contract term & 2 contract start date)  start date, route t'put &
contract term & 2 Mbps) ESA t'put)

Mbps)
Stat. P-value* Stat. P-value* Stat. P-value* Stat. P-value*

Normality of residuals

Doornik-Hansef? 4288.6 0.0000 4012.7 0.0000 4138.0 0.0000 4084.1 .0000

IQR (% severe outlier§)" 1.75% 1.79% 1.91% 1.81%
Influential observations

Outlieré?" 1.80% 1.83% 1.779% 1.80%

High leverag@" 1.85% 1.609% 1.8296 2.63%

Influential observatior3' 3.25% 3.58% 3.43% 3.449%
Homoscedasticity

Breusch-Pagan/Cook-Weisb@tg ~ 1318.3  0.0000 1293.7  0.0000 13444  0.0000 1407.2 0.0000
Multicollinearity

# VIF scores > 10 5/21 5/19 5/18 5/16
Misspecification

RESET" 1564  0.0000 13.46  0.0000 8.7  0.0000 9.6 0.0000

Link test? 1.66 0.096 1.97 0.049 0.64 0.525 0.53 0.595
Joint parameter tests

Higher-order output terris 134.3 0.0000 198.5 0.0000 189.8 0.0000 196.9 0.000

Route class effects 423 0.0000 41.9 0.0000 39.9 0.0000 36.9 0.0000

Provider-specific effectd 1073.7 0.0000 1072.1 0.0000 1086.7 0.0000 1087.5 .0000

Note: * Null hypothesis is rejected, as a stangaotedure, in these tests, if P-value is less th@b. Equivalently, the reported statistic excetbdscritical value for that statistic; T
Percentage af = 6767 observations; (1) é@k) wherek = 22 for £ model, and = 20 for 2“ model anck = 19 for 3" model. (2) Severe outliers represent about 0.0062&normal
distribution; (3) Studentized residual > 3; (4) Katue > &/n; (5) Cook’s D > 5< average Cook’s D; (6) ctfll); (7) Via powers of the dependent variable, iF&;3); (8)t-statistic on
hat; (9) F¢,n—k-r), wherer = number of parameters tested, ard3 for higher-order output termsz= 2 for route classes, and 8 for provider-specific effects. (10) chibd); a

Approximate, based on OLS regressiomoi(#;) on the predictors.
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